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#### Advantage 2---FTC

#### FTC credibility is tanked by both unwillingness to launch bold antitrust AND a track record of losing in court, but Khan’s appointment is a window to revamp its policy

Jessica Rich 21, Of Counsel at Kelley Drye & Warren LLP, Former Director of the Federal Trade Commission’s (FTC) Bureau of Consumer Protection (BCP), JD from the New York University School of Law, AB from Harvard College, Former Distinguished Fellow at Georgetown University’s Institute for Technology Law and Policy, “How Lina Khan’s FTC Does Business – What We’ve Learned So Far”, JD Supra, 11/9/2021, https://www.jdsupra.com/legalnews/how-lina-khan-s-ftc-does-business-what-3596839/

Since taking over at the FTC, Khan has quickly begun to remodel it. Some of these changes look like technical internal reforms, while others are major policy statements. Almost all have been fiercely opposed by Republicans and the business community.

In the past few weeks, Khan has begun holding commission meetings in public - something Democrats say makes the commission more open to scrutiny, but which the two Republican commissioners say makes it harder for them to negotiate compromises.

She has banned staff from making public appearances such as conference panel sessions, saying the commission has too much work to do. She has passed a rule which allows FTC staff greater leeway to pursue investigations in certain priority areas, giving them the power to issue their own subpoenas for documents and testimony.

Khan is also promising to help rewrite the US merger guidelines, a complex set of documents laying out what kinds of evidence regulators look for when deciding whether a merger is illegal.

And, in a pair of crucial decisions, she and her fellow Democratic commissioners voted to rescind two key FTC policy statements.

The first was written in 1995 during Bill Clinton's first term as president, and deemed that companies that had previously proposed unlawful mergers no longer had to notify the FTC before completing future transactions in the same market.

By undoing that policy, Khan said she hoped to stop companies simply trying again and again to complete a merger even after it had been rejected by regulators. The second statement was written in 2015 during the Obama administration and set down limits on when the FTC would prosecute a company for socalled "unfair methods of competition".

"These changes are going to make dealmakers think about things differently," says one senior Democrat working for the commission. "They are not filing an application, we are investigating as to whether there is a violation of the law. That is a fundamentally different way of thinking about things."

Meanwhile, the White House has given the FTC the even bigger task of helping rewrite the rules that underpin the American economy. Under the terms of a sweeping order signed by Biden last month, the commission has been asked to devise rules which would ban companies from stopping employees moving to rivals, and prevent pharmaceutical companies from paying generic rivals not to enter a certain market for a period of time.

The moves have delighted progressives, who say Khan's willingness to push through reform quickly shows she is serious about putting the commission back at the heart of Washington rulemaking and enforcement.

"The commission has been lazy," says Matt Stoller, director of research at the American Economic Liberties Project and a former colleague of Khan at the Open Markets Institute. "It has been a place where you send political cronies who don't have to do any work if they don't want to.

"This is such a different form of politics from the normal bullshit."

Republican concerns But if the reforms have pleased Khan's supporters, they have worried conservatives who say the commission lacks both the legal authority and the institutional capacity to do what is being asked of it.

For example, Khan says she wants to renew the commission's appetite for bringing cases against companies for "unfair methods of competition" - a vague category of corporate behaviour which allows the FTC to act even when there is no merger in question or when a company is not large enough to be a monopoly. She and fellow progressives argue that by not pursuing such cases the FTC has taken away one of its most powerful weapons.

Such behaviour is often very hard to prove, however. When the FTC charged Abbott Labs in 1994 with trying to rig a bid to supply the Puerto Rico government with infant formula, for example, it alleged the company's choice not to bid in one of the rounds provided evidence of collusion with rivals. Abbott Labs' lawyers, however, successfully used game theory to explain why a "no bid" could in fact have made rational economic sense.

More controversial is the idea that the commission is going to start writing wide-ranging new rules of its own, as envisioned in Biden's competition order. This would test the limits of the FTC's powers in both court and on Capitol Hill, critics say, and could end in Congress clipping its wings as it did in 1980 when the FTC was forced to subject its rules to Congressional review.

Sean Heather, senior vice-president for antitrust at the US Chamber of Commerce, says: "The FTC is writing its own rules and acting as prosecutor, judge and jury. This is deeply concerning for a regulatory agency with broad powers."

Christine Wilson says: "I believe competition rulemaking is institutional suicide."

If Khan wanted an indication of how courts might view her approach, she got one within weeks of taking over the commission. In June, a federal judge dismissed the commission's complaint against Facebook, its most high-profile in years.

The commission had argued the social media company had engaged in anti-competitive conduct for years, including by buying up potential rivals such as WhatsApp and Instagram. In June, however, a federal judge ruled the commission had failed to prove that Facebook had monopoly power.

Khan's critics worry that if the commission loses a series of high-profile court cases it will fatally undermine its authority. "If you lose enough cases your credibility evaporates," says William Kovacic, a former Republican chair of the commission. "You can lose it all - not right away, but you can lose it all."

For Khan's supporters, however, this criticism borders on the absurd. "Don't you think the FTC is already seen as weak?" says Rohit Chopra, a Democratic commissioner.

Progressives argue the FTC has for years only enforced competition rules against large companies in a fraction of the cases it should have. "Do you think there are only 10 anti-competitive mergers a year?" says Chopra. "I'm not sure it can get any worse."

"The FTC can put together legal teams that can match the best in the bar, punch for punch, in a major case," says Kovacic. "But the number of those teams is a couple, it is not 10."

For years the commission's budget and staffing levels have been chipped away. It now has roughly 50 per cent of the staff it had in 1980 and is currently trying to review a record number of mergers. In the first nine months of this fiscal year, the FTC received 2,573 notifications ahead of a large merger - already 50 per cent more than were received in the whole of last year.

Last week, the commission published a statement warning that it would not be able to review all mergers within 30 days of a notification being made, as required by law. Instead, the FTC said, if it had not had time to review a merger before it took place, it would reserve the right to take action even after it had been completed.

The commission is also facing an uphill battle to retain staff. Some people say they feel demoralised by the pace of change and irritated they have not yet met their new chair - something Khan's allies say is an unfortunate result of the pandemic. "There are only so many times you can hear that your institution has failed for years before you start to doubt your place in it," says one staff member.

#### Specifically---blockchain is a key priority

Dr. David Morris 21, PhD in Media Studies from the University of Iowa, Former Academic Sociologist of Technology, CoinDesk’s Chief Insights Columnist, “Biden’s New FTC Chair Could Be a Big Web 3.0 Ally”, The Crypto Daily News, 6/16/2021, https://thecryptodailynews.com/2021/06/bidens-new-ftc-chair-could-be-a-big-web-3-0-ally/

Yesterday, the Biden administration named Lina Khan, a 32-year-old Columbia Law professor, as the brand new head of the Federal Trade Commission. Khan, who would be the youngest FTC head ever, is called a fierce critic of massive tech monopolies like Amazon. While there’s typically a knee-jerk resistance to regulation and regulators amongst blockchain advocates, Khan’s considerations make her a potential ally on huge points like privateness. Her antimonopoly work might additionally create substantial market alternatives for brand new sorts of tech companies – together with these constructing decentralized techniques and “Web 3.0.”

Enforcing U.S. antitrust regulation is a main a part of the FTC’s mandate, and Khan might be greatest identified for serving to redefine simply what a “monopoly” is. She has been essential, together with throughout seven years on the Open Markets Institute, in growing and selling the concept a firm could be a monopoly even when its practices drive prices down – even, the truth is, if its product is free to customers. That principle largely hinges on how the companies collect and use knowledge: Khan has been among the many loudest critics of the way in which Amazon makes use of knowledge gathered by its storefront, akin to by leveraging sales data to compete with third-party sellers who’re, a minimum of buyers, its prospects.

#### Failing to control blockchain violations will outstrip federal enforcement capacity, making traditional antitrust completely ineffective

Drew Stanko 21, JD Candidate at St. John's University School of Law, BS in Economics from Villanova University, “Recent Developments and the Need for Nuance”, Journal of Civil Rights & Economic Development, 4/8/2021, https://www.jcred.org/shortreads/efforts-to-modernize-antitrust

I. IS NEW SCHOOL OFFICIALLY HERE?

In January 2007, the Economic Analysis Group at the Department of Justice Antitrust Division published a Discussion Paper entitled "Does Antitrust Need to be Modernized?" The paper reviewed whether "globalization and rapid technological change" necessitated changing federal antitrust laws. This Discussion Paper has proven prescient; it identified as a "key issue" the growing need for improving antitrust enforcement of alleged exclusionary conduct related to intellectual property.

Bipartisan support for antitrust reform has grown immensely since January 2007 due to heightened market concentration and Mergers & Acquisitions (M&A) rates in an increasingly complex digital economy. Senator Amy Klobuchar introduced antitrust reform legislation in February that would provide substantial funding increases to the FTC and the DOJ Antitrust Division, and the Biden Administration appears to be supporting efforts to modernize antitrust enforcement.

Recently, President Biden indicated intent to name two prominent "New School" antitrust attorneys and scholars, Lina Khan and Tim Wu, to positions in his administration. Kahn, who rose to prominence as a student at Yale Law School for "Amazon's Antitrust Paradox" and has since held positions at the Open Markets Institute and the FTC, will reportedly be nominated to serve as the Commissioner of the Federal Trade Commission. Wu is famous for coining the term "net neutrality" and authoring "The Curse of Bigness: Antitrust in the New Gilded Age," and he will serve on the National Economic Council as a special assistant to the president for technology and competition policy. Kahn and Wu have helped establish and develop the "New School" of antitrust jurisprudence, and both have taught related courses at Columbia Law School. Generally, the New School aims to prioritize "innovation, entrepreneurship, privacy, freedom of the press, and economic and civil liberties" rather than strictly focusing on "consumer welfare."

II. SENATOR KLOBUCHAR'S COMPETITION AND ANTITRUST LAW REFORM ACT:

Senator Amy Klobuchar, who spoke passionately about her concerns related to antitrust enforcement throughout her Presidential campaign, introduced antitrust reform legislation in February.

Sen. Klobuchar's proposal, the Competition and Antitrust Law Reform Act, aims to "give federal enforcers the resources they need [to] . . . strengthen prohibitions on anticompetitive conduct and mergers, and make additional reforms to improve enforcement." In order to accomplish these goals, the proposal would provide increased funding for the DOJ Antitrust Division and the FTC and would create a new FTC "Market Analysis" Bureau. While these structural and administrative reforms may receive bipartisan support, Sen. Klobuchar's proposal would also substantially alter the legal standards used to evaluate antitrust challenges under the Sherman and Clayton Acts, a change likely to be met with pushback by conservative economists and lawmakers. Sen. Klobuchar's proposal aims to accomplish important goals, but some argue the Sherman and Clayton Act amendments included in the legislation would "add friction to M&A Activity, stalling capital markets, reducing innovation and investment, and frustrating economic growth."

1. CLAYTON ACT REFORMS

Senator Klobuchar's proposal would modify the Clayton Act to "restore its original intent by amending it to include reference to 'exclusionary conduct.'" The legislation would define exclusionary conduct as "any conduct that would materially disadvantage . . . actual or potential competitors, or foreclose the ability of or incentive to compete." Currently, antitrust challenges require the plaintiff provide prima facie evidence that alleged anticompetitive effects of proposed mergers would result, and "proponents of the merger are then permitted to rebut by providing evidence that the merger will not have the feared anticompetitive effects."

The amendments would shift the presumption that "exclusionary conduct" presents a violative "appreciable risk" where such conduct is taken by a firm with a market share greater than 50% or otherwise wields significant market power. In turn, the burden would be on firms to prove the procompetitive market effects of the challenged conduct or merger rather than on the challenging entity to establish the anticompetitive impacts of the conduct that would result.

While it is important that antitrust reform efforts prioritize enforcement of anticompetitive exclusionary conduct, the legislation arguably defines the term overbroadly. Accordingly, the proposal may result in disincentivizing innovation that would ultimately benefit consumers and the overall economy. By presuming the illegality of any conduct taken by large firms that disincentivizes market entry or competition, the proposal risks unintentionally penalizing firms for achieving beneficial economies of scale or otherwise innovating to provide higher quality products more cheaply than competitors. Arguably, threatening firms with costly antitrust litigation whenever they undertake innovative conduct that negatively impacts competitors risks disrupting market incentives and stalling economic growth.

2. SHERMAN ACT REFORMS

Similarly, the Sherman Act would be modified to allow civil penalties of either 15% or 30% of a firm's US revenues for anticompetitive exclusionary conduct. Sen. Klobuchar has indicated that civil penalties are necessary because the existing remedies—injunctions, equitable monetary relief, and private damages—have not sufficiently deterred anticompetitive conduct. This may be true, but civil penalties of this size likewise risk stifling and disincentivizing innovation.

3. FUNDING ENFORCEMENT AGENCIES, FINANCING NEW "MARKET ANALYSIS BUREAU"

While the Sherman and Clayton Act reforms are unlikely to garner significant support from conservative lawmakers, the funding increases and creation of the FTC Market Analysis Bureau are more likely to win bipartisan support.

Increasing the funding available to the FTC and the DOJ would enable the agencies to hire more attorneys and would finance the creation of the Market Analysis Bureau. The MA Bureau would supplement the FTC's existing Competition, Consumer Protection, and Economics Bureaus. It would be tasked with conducting market, industry, and retrospective merger analyses aimed at helping the FTC develop a better understanding of the competitive conditions and underlying economic dynamics affecting complex markets. The creation of the MA Bureau is likely to gain support because it would demonstrate a commitment to ensuring continued reliance on empirical analyses rather than judicial or political discretion. Accordingly, these reforms would likely bolster enforcement efforts without necessarily adopting the "Big is Bad" approach that has historically divided lawyers and economists.

III. MODERNIZING ANTITRUST ECONOMICS

The Market Analysis Bureau would theoretically improve enforcement agencies' understanding of the economics underlying complex markets. This would provide enforcers with the tools needed to prosecute anticompetitive conduct that may have otherwise skirted enforcement due to the difficulty of establishing the negative economic effects of the conduct in question.

The complexity of the digital economy and increasing market concentration has made it more difficult for prosecutors to prove these anticompetitive results, but advances in machine learning and computational antitrust may assist in identifying and consistently enforcing antitrust violations.

While computational antitrust is certainly in its nascent stages of development, the early returns from Stanford's new Computational Antitrust Project are promising. The project's seminal article, authored by Project Director Thibault Schrepel, defines computational antitrust as a "new domain of legal informatics which seeks to develop computational methods for the automation of antitrust procedures and improvement of antitrust analysis." There are more than fifty global antitrust enforcement agencies participating in the project, including both the US FTC and the DOJ Antitrust Division.

Schrepel situates computational antitrust within "Antitrust 3.0," which he explains "is emerging but remains incomplete." At the core of Antitrust 3.0 is the goal of developing consistent enforcement frameworks designed to combat anticompetitive conduct in digital markets.

IV. OUTLOOK

In "The End of Antitrust History Revisted," Kahn "reviews" Wu's The Curse of Bigness and explains that the "task facing reformers is to translate their critiques into a positive vision, including legal rules and analytical frameworks." These analytical frameworks will be critical to ensuring that antitrust law promotes free market economics, rather than subjects firms to inconsistent judicial interpretation and prosecutorial discretion.

The majority of federal antitrust law applicable today was authored prior to 1915, and the unique challenges associated with prosecuting exclusionary conduct in digital markets have presented concerns for nearly twenty years. While bipartisan support for antitrust reform and emerging scholarship both provide legitimate reason to be optimistic about efforts to modernize federal antitrust law, it is important that reforms are nuanced enough to confront the complex problems they are enacted to address.

Accordingly, while Senator Klobuchar's proposal is certainly "well-intentioned," the budgetary reforms and creation of the Market Analysis Bureau should be separated from and passed without the proposed Sherman and Clayton Act amendments included in the legislation. The newly-appointed experts in the Biden Administration should be afforded the requisite resources to capitalize on the promise of New School antitrust jurisprudence and the development of Antitrust 3.0. By providing these resources, those leading antitrust modernization efforts will be equipped with the tools needed to create nuanced legal frameworks that reflect modern critiques and ensure consistent enforcement practices.

#### This will create a legitimacy crisis that threatens the foundational credibility of the FTC

Dr. Thibault Schrepel 19, PhD in Antitrust Law from Université Paris-Saclay, LLM in International Law and Legal Studies from the Brooklyn Law School, Associate Professor of Law at VU Amsterdam University, Faculty Affiliate and Creator and Director of the Computational Antitrust Project at the Stanford University CodeX Center, “Collusion by Blockchain and Smart Contracts”, Harvard Journal of Law and Technology, 33 Harv. J. Law & Tec 117, Fall 2019, Lexis

V. CONCLUSION

Blockchain is a new and yet little-explored territory. It is, amongst other things, the Amazon 228 of tomorrow's collusive agreements: full of different life forms and new possibilities, the technology will give rise to unidentified creatures and dangerous species that we do not really know how to approach.

I have first shown that blockchain will be used to enhance the functioning of collusive agreements as we know them and that new forms of collusion linked to the technology conditions of access and use will appear as well. Second, blockchain will increase the stability of collusive agreements, providing them with a good life. Depending on whether the blockchain is public or private, a double paradox could emerge. One paradox is related to the visibility of all practices to colluders while ensuring their opacity to non-colluders. The other is associated with the fact that collusive agreements will be more robust during their lifetime by eliminating a large proportion of deviant behaviors, but will die in more brutal ways.

For these reasons, one can expect an increase in the number of collusive agreements along with an increase in their profitability, but not necessarily in their duration. The number of leniency applications may also drop because blockchain will reinforce trust during the lifetime of collusive agreements. This is largely due to the potential use of smart contracts because once again, "[o]ne of the greatest checks on crime is not the cruelty of punishments, but their inevitability," 229 which is precisely what smart contracts provide by automating punishments.

[\*164] The time has now come to detect collusion by blockchain and smart contracts, however difficult that may be. I have shown that some blockchains are more likely to induce collusive agreements than others. Antitrust and competition authorities may start with focusing their efforts on these blockchains and creating safe harbors for the others, for instance, by ensuring that no sanction will be imposed under antitrust and competition law for a specified number of years. Antitrust and competition authorities may also, when sending questionnaires to undertakings, ask whether they use blockchain, and if so, what type of blockchain, using which consensus, and for what purpose.

But perhaps it is even more urgent to adapt existing legal toolboxes before they become entirely ineffective, which implies considering a "law is code" approach and, generally speaking, transforming part of antitrust and competition law to become allies to blockchain core developers rather than mere threats. 230 It is said that "it is tempting, if the only tool you have is a hammer, to treat everything as if it were a nail." 231 As true as this statement is, all we have in existing laws is one size of pliers. With the wrong tools, the most sophisticated technology requiring great precision will not be as adjusted as it could be. Antitrust and competition agencies are currently not equipped to fight collusive agreements by blockchain. This may cause a legitimacy crisis for antitrust and competition law that may become ineffective sooner than expected. Indeed, it is more than likely that the use of current regulatory tools will be prevented by the technical characteristics of blockchain. Agencies further need to start analyzing code and software programming. Without doing so, most illegal activities on blockchain will remain safe. The same is true for all practices outside of blockchain which use the Internet. To date, antitrust and competition agencies refuse to analyze the programming of platforms and software. This creates a legal loophole and encourages companies to commit anti-competitive strategies precisely here. 232

Without fundamental research on this subject, palliatives will continue to be present, risking the survival of blockchain 233-- or antitrust [\*165] and competition law. 234 Some propose the creation of an identity management system so that the real identities of blockchain users can be revealed. 235 Others have suggested "adding a regulatory node in the blockchain" to spy on it 236 or imposing fines to the core developers when blockchain is used for illegal activities. 237 Going even further, it has been said that public blockchains "governed by international institutions from the legal tradition" such as the United Nations should be created. 238 But in fact, these solutions are either ineffective or would jeopardize the utility of the technology as its applications rely on the key characteristics that I have exposed in our introduction and that would be challenged by these various initiatives. Let us recall first and foremost that blockchain is a fundamental technology that may create good for the world. 239 The creation of safe harbors 240 and regulatory sandboxes 241 will enable competition agencies to respond quickly to the challenges posed by blockchain, but in the end, only a re-conceptualization of the law will provide a satisfactory answer. 242 Without it, antitrust and competition law will face a second legitimacy crisis arising from the absence of decentralized regulatory mechanisms. After all, how can decentralized transactions be properly regulated by pyramidal rules and institutions?

#### Failure of FTC crushes the effectiveness of the agency

William E. Kovacic 15, Global Competition Professor of Law and Policy at the George Washington University Law School and Non-Executive Director of the United Kingdom Competition and Markets Authority, “Creating A Respected Brand: How Regulatory Agencies Signal Quality”, George Mason Law Review, 22 Geo. Mason L. Rev. 237, Lexis

Introduction

One determinant of a government agency's effectiveness is its reputation, or "brand." Much like a commercial enterprise, an agency develops a brand that signals quality to various observers. A good reputation can help the agency recruit skilled personnel, gain deference from courts, build credibility with business managers, and build popular support that can yield larger budgets and enhancements to its powers. An agency with a strong brand stands a greater chance of being effective than one with a weak brand.

This Essay considers how branding can affect the performance of the Federal Trade Commission ("FTC") and other agencies responsible for economic regulation. It analyzes how investments in building a good brand enable the regulatory agency to signal quality to various observers - insiders such as agency staff and outsiders such as businesses, consumer groups, courts, and legislators. Part I of this Essay defines the concept of a brand for public agencies. Part II then discusses why an agency's brand can be important to its effectiveness and identifies what types of agency activities either enhance or degrade an agency's brand.

The examination of agency branding has several purposes. One aim is to improve our understanding of how public agencies build a reputation, and to study the role of reputation in determining effectiveness. A closely related goal is to give public officials a better understanding of how they should approach the task of deciding what their agencies must do to prosper.

A further aim is to underscore the impact of institutional design and managerial incentives on agency performance and to illuminate how design choices and incentive schemes influence the development of a well-respected, coherent agency brand. Various design choices - for example, whether to give the competition agency a single function or a multi-purpose substantive mandate, whether to govern the agency by a single executive or [\*238] by a board, whether to integrate the tasks of prosecution and adjudication in a single body or to unbundle them among distinct entities - affect the capacity of the agency to enhance the quality of its brand. Incentives that give incumbent leaders reason to make investments in long-term agency capacity and quality have the same effects.

I. Brands and Public Institutions

Public institutions, such as competition or consumer protection agencies, build reputations or "brands" that the agency's own employees and external observers associate with the agency. 1 Brands perform two functions for the public agency. The first function is informational. 2 A good brand conveys a good sense of what an agency does. It communicates, at least in a general way, the scope of the agency's responsibilities and the aims that motivate the agency in the exercise of its powers.

A brand also signals institutional quality. For an agency such as the FTC, the foundations for a good brand are sound substantive programs (e.g., cases, regulations, reports), sound procedures (e.g., meaningful disclosure of information, rigorous testing of evidence, regular assessment of outcomes), strong capabilities (e.g., deep expertise in economics and law), and a healthy culture (e.g., thoughtfulness, integrity, courage, and a commitment to continuous improvement). 3 For several reasons, explained below, a strong brand is a valuable asset for a regulatory agency.

#### Robust competition enforcement’s key to naval and air power that prevents great power war AND spurs diverse city innovation

Ganesh Sitaraman 20, Professor of Law at Vanderbilt University, JD from Harvard Law School, MPhil from the University of Cambridge, AB from Harvard College, “The National Security Case for Breaking Up Big Tech”, The Knight First Amendment Institute at Columbia University, 1/30/2020, https://knightcolumbia.org/content/the-national-security-case-for-breaking-up-big-tech

An alternative approach to innovation is one that relies less on protectionism for national champions and more on market competition and on public investment in research and innovation. Competition, as noted already, can be a powerful motivator for innovation. When big tech incumbents face little competition, society forgoes the innovation benefits that come from competition. Who knows if Instagram or WhatsApp could have dethroned Facebook’s primacy and developed even more new and innovative products? Facebook’s moves to acquire those firms prevented us from ever finding out. What small businesses might emerge if they didn’t have to compete with Amazon Basics on Amazon’s Marketplace? Unwinding mergers and separating platforms from companies that do business on the platform would help spur competition and lead to innovation.

Some might argue that robotics, AI, and quantum computing are so resource-intensive that an ecosystem of smaller companies engaged in fierce competition would mean that no company would have the resources available to invest in those next-generation technologies. There are a few responses to this argument. First, it is not clear that breaking up and regulating big tech would prevent those firms from having the considerable resources to develop the technologies of the future. Facebook would still have billions of users, even without Instagram and WhatsApp, for example. Amazon’s platform would still have enormous market power.

Second, and more importantly, part of the answer is that the decision to break up and regulate tech companies should be accompanied by public investment in R&D. One of the primary arguments for the national champions view is that monopolists have the resources to be able to invest in innovation because they do not face competitive pressures. 65. Baker, supra note 58, at 578 (describing the Schumpeterian view and linking it to R&D capacity). But any system of innovation operates against a backdrop of laws and public policy. 66. Some scholars have suggested that resolution to the Schumpeter-Arrow debate depends on an industry-by-industry assessment. See, e.g., Mark A. Lemley, Industry-Specific Antitrust Policy for Innovation, 3 Colum. Bus. L. Rev. 637, 651–52 (2011). But it is not clear that industry-by-industry assessments on antitrust enforcement alone can resolve this debate. Industries operate under different policy background conditions — including, for example, intellectual property rules, industrial policy, and R&D funding—and it may be that the optimal path is for policymakers to revisit policy choices in multiple areas. The ability to capture the gains of innovation depends on intellectual property law. The possibility of winning government contracts for frontier projects that require innovation is determined by procurement policies. And, of course, an alternative to monopolist investment in R&D is public investment in R&D. These policy choices all shape the innovation ecosystem, and it is not at all obvious why society has to accept national champions instead of thinking about revising these laws and policies more broadly. Given the emphasis that proponents of national champions place on research and development, it is worth noting that historically, as Mariana Mazzucato has argued, government has been a significant driver of innovation through its research and development efforts. 67. Mariana Mazzucato, The Entrepreneurial State: Debunking Public vs. Private Sector Myths (2013). Today, one could easily imagine the government spending considerable sums of money on R&D in artificial intelligence, robotics, quantum computing, augmented and virtual reality, and other technological research.

Public investment in research has a variety of benefits. First, because it is not tied to the profit motive and business model of a single company, it covers a wider range of subjects, leading potentially to innovations that would otherwise go undiscovered. Public investment extends to basic research that does not have immediate or foreseeable commercial applications. It could also include research into areas that might challenge the incumbency and business models of existing companies.

Second, and relatedly, public investment into research is less likely to be geared toward improving surveillance capacity. As long as the biggest companies have surveillance, personalized targeting, and behavioral response at the heart of their business models, research and innovation within those companies will likely be geared, in no trivial part, toward improving those activities. A digital authoritarian country might see that as a valuable public goal, but it is not at all clear why a free and democratic society should. Public-sponsored research might instead be directed toward a variety of socially beneficial uses other than continual improvement of individual monitoring and behavioral reactions. Notably, as there are more opportunities in research outside of the big tech companies, many talented people might choose to work on a wider range of problems.

Third, public investment in R&D has the potential to spread the benefits of technology, innovation, and industry throughout the country. At present, much of the country’s technological and intellectual prowess is concentrated in a few regions, the most prominent being northern California, Seattle, and Boston. Geographic inequality has a variety of negative consequences—economic, social, and political. 68. Ganesh Sitaraman, Morgan Ricks & Christopher Serkin, Regulation and the Geography of Inequality (draft on file with the authors).But, as economists Jonathan Gruber and Simon Johnson show in their book Jump-Starting America, there is no reason that public investment couldn’t spur successful economies in dozens of mid-sized cities all over the country, with spillover benefits for their regions. 69. Jonathan Gruber & Simon Johnson, Jump-Starting America: How Breakthrough Science Can Revive Economic Growth and the American Dream (2019). Unlike government action, technology companies have no reason to develop the capacities of all regions of the country. Amazon’s so-called competition for its second headquarters is a good example. After much public attention, the company settled on New York City and a suburb of Washington, D.C., two superstar cities.

Artificial intelligence, of course, requires considerable data in order to improve precision and accuracy. One of the arguments for big tech is that such companies alone are able to collect this data and use it. But there is no reason why this has to be the case either. Consider two alternate possibilities. First, the United States could create a public data commons that would be highly regulated to protect privacy. The public data commons would include publicly available data from a variety of government sources, and qualifying businesses, local governments, or nonprofits could train their machines using this data. Any new data they collect from users could then be fed back into the data commons (de-identified), so that the data commons improves in quality and quantity of data over time. 70. Ben Gansky, Michael Martin & Ganesh Sitaraman, Artificial Intelligence is Too Important to Leave to Google and Facebook Alone, N.Y. Times (Nov. 10, 2019), https://www.nytimes.com/2019/11/10/opinion/artificial-intelligence-facebook-google.html [https://perma.cc/7LUR-H3RT].Second, we could imagine requiring big tech companies to make their data available in interoperable formats. If these companies effectively have a monopoly power over data, then they could be regulated as monopolies—and one condition of their continued protection as monopolies could be enabling access to the datasets. Again, there is no legal or regulatory reason why these kinds of policy options are impossible. And in either case, they would enable a larger number of players to innovate than does the status-quo, stand-pat approach to protecting big tech from competition.

Big Tech and the Defense Industrial Base

Concentration in the tech sector also threatens the defense industrial base due to higher costs, lower quality, less innovation, and even corruption and fraud. 71. On some of these concerns, see, e.g., Jacques S. Gansler, William Lucyshyn & Michael Arendt, Competition in Defense Acquisitions, Univ. Md. Ctr. for Pub. Pol’y & Priv. Enterprise (Feb. 2009) (noting that competition is essential in the defense sector for economic efficiency, innovation, quality, and performance). Each of these dynamics has already been a problem for America’s over-consolidated defense industrial base. As technology becomes more and more central to defense and national security, it is likely that these same dynamics will replicate themselves with big tech companies. This will become a national security threat, both directly, in terms of the quality and speed of procurement, and indirectly, by reducing innovation and functionally redirecting defense budgets from research spending to higher monopoly profits.72. Id. at 2 (“Competition within the defense market is not only necessary to efficiently meet day-to-day military needs, but is also the lynchpin for successful military modernization—as a means for spurring innovation of transformational technologies and for bringing the best weapons to the battlefield quickly and affordably.”).

Conventional economic theory suggests that monopolists have the ability to increase prices and reduce quality because consumers are captive. When it comes to defense spending, the Government Accountability Office commented in 2019 that “competition is the cornerstone of a sound acquisition process and a critical tool for achieving the best return on investment for taxpayers.”.At the same time, the GAO observed that “portfolio-wide cost growth has occurred in an environment where awards are often made without full and open competition.” 75. Id. at unnumbered page preceding table of contents.Indeed, it found that 67 percent of 183 major weapons systems contracts had no competition and almost half of contracts went to a handful of firms. Of course, consolidation also means that the Defense Department is in a symbiotic relationship with these big contractors. Some startup executives wanting to sell to the government thus see the Pentagon as “a bad customer, one that is heavily skewed in favor of larger, traditional players,” and they don’t feel like they can break into the sector.76.

Standard stories about political economy and capture also suggest that these firms will have outsized power over government..As Frank Kendall, the former head of acquisitions at the Pentagon, has said, “With size comes power, and the department’s experience with large defense contractors is that they are not hesitant to use this power for corporate advantage.”. In the defense context, that means monopolists retain power (and profits), even if they overcharge taxpayers and risk the safety of military personnel in the field.

In an important article in The American Conservative on concentration in the defense sector, researchers Matt Stoller and Lucas Kunce argue that contractors with de facto monopoly at the heart of their business models threaten national security. They write that one such contractor, TransDigm, buys up companies that supply the government with rare but essential airline parts and then hike up the prices, effectively holding the government “hostage.” They also point to L3, a defense contractor that had ambitions to be a “Home Depot” for the Pentagon, as its former CEO put it. L3’s de facto monopoly over certain products, according to Stoller and Kunce, means that it continues to receive lucrative government contracts, even after admitting in 2015 that it knowingly supplied defective weapons sights to U.S. forces.

Consolidation also threatens U.S. defense capacity. The decline of competition, according to a 2019 Pentagon report, leaves the military vulnerable to “sole source suppliers, capacity shortfalls, a lack of competition, a lack of workforce skills, and unstable demand.” 81. U.S. Dep’t of Def., FY2018 Industrial Capabilities Annual Report to Congress 52-54 (May 13, 2019).With a limited number of producers, there is less talent and knowhow available in the country if there is a need to build capacity rapidly. 82. Id. at 53 (describing that, for a sole source manufacturing in the naval context, “it is difficult to recruit and retain qualified personnel to operate the equipment because technical schools have stopped training on the equipment, given its age.”).In 2018, the Defense Department released a report on vulnerable items in the military supply chain, including numerous items in which only one or two domestic companies (and, in some cases, zero domestic companies) produced the essential goods.83. U.S. Dep’t of Def., Assessing and Strengthening the Manufacturing and Defense Industrial Base and Supply Chain Resiliency of the United States (Sept. 2018).

How did the United States lose so much of its industrial base? The combination of consolidation and global integration is part of the story. As Stoller and Kunce argue, companies consolidated in the 1980s and 1990s while shifting emphasis from production and R&D to Wall Street-demanded profits. Globalization then allowed them to shift production overseas at a lower cost. The result was to gut America’s domestic industrial base—and, in many cases, to shift it to China, which engaged in a decades-long strategic plan to develop its own industrial base. The result, in the words of the 2018 Defense Department report, is that “China is the single or sole supplier for a number of specialty chemicals used in munitions and missiles.” In other areas too, the risks of losing access to critical resources are real. Describing the problem of limited carbon fiber sources, the same Pentagon report notes, “[a] sudden and catastrophic loss of supply would disrupt DoD missile, satellite, space launch, and other defense manufacturing programs. In many cases, there are no substitutes readily available.”84. Id. at 49.

As technology becomes more integral to the future of national security, it is hard to see how big tech will not simply go the way of the big defense contractors. Corporate mottos not to “be evil” are long gone, 85. Tanya Basu, New Google Parent Company Drops ‘Don’t Be Evil’ Motto, Time (Oct. 4, 2015) https://time.com/4060575/alphabet-google-dont-be-evil [https://perma.cc/T5SN-GEXP].and big tech companies spend millions on conventional Washington, D.C., lobbying efforts. 86. Amazon, Apple, Facebook, and Google spent a combined $55 million on U.S. lobbying in 2018. Cecilia Kang & Kenneth P. Vogel, Tech Giants Amass a Lobbying Army for an Epic Washington Battle, N.Y. Times (June 5, 2019), https://www.nytimes.com/2019/06/05/us/politics/amazon-apple-facebook-google-lobbying.html [https://perma.cc/AV7V-67BY].Over time, as contracts move to tech behemoths, there will no longer be competitive alternatives, and the Pentagon will likely be locked into relationships with big tech companies—just as they currently are with big defense contractors. 87. See, e.g., William E. Kovacic & Dennis E. Smallwood, Competition Policy, Rivalries, and Defense Industry Consolidation, J. Econ. Perspectives, Fall 1994, at 91, 92 (“As the industry shrinks, many horizontal mergers will feature acute tension between claimed efficiencies (such as cost reduction) and the weakening of competition as a procurement discipline.”).Some commentators suggest that robust antitrust policies are a problem because only a small number of tech companies can contract for defense projects. 88. Jon Bateman, The Antitrust Threat to National Security, Wall St. J. (Oct. 22, 2019), https://www.wsj.com/articles/the-antitrust-threat-to-national-security-11571784197 [https://perma.cc/7BJK-GRK9].But there is another way to look at it: The goal should be to encourage competition in the tech sector so that there are multiple contractors available. As former secretary of homeland security Michael Chertoff has said, defending the antitrust case against Qualcomm, “a single-source national champion creates an unacceptable risk to American security—artificially concentrating vulnerability in a single point. … We need competition and multiple providers, not a potentially vulnerable technological monoculture.”89.

The consequence of consolidation in tech is that taxpayers will likely see higher bills even as innovation slows due to reduced competition. Worse still, every taxpayer dollar that goes to monopoly profits—whether in the form of higher prices or fraud and corruption—is a dollar that is not going toward innovation for the future. A concentrated defense sector means not only less innovation due to the lack of competition in the sector; it means that funding that could have been available for innovation instead gets redirected via monopoly profits to the pockets of big tech executives and shareholders.

Conclusion

It is perfectly understandable why big tech companies don’t want to be broken up or regulated. They are profitable, growing, and powerful. It is also perfectly understandable why they deploy national security arguments to defend against the prospect. National security arguments have long been a trump card in law, policy, and politics, forming an exception to the normal rules that govern the economy.

But if we take seriously national security imperatives in a time of great power competition, the case for shielding big tech from competition is surprisingly weak. Tech companies are not competing with China so much as integrating with China, and their integration comes with threats to the United States. The best route to broad and transformative innovation is competition coupled with public spending on R&D–not concentration into monopolies. Rather than threatening national security, breaking up big tech will help bolster it.

#### Decline of naval power causes nuclear war

Dr. Jonathan D. Caverley 21, PhD in Political Science from the University of Chicago, Professor in Strategic and Operational Research at the United States Naval War College, Research Scientist in Political Science and Security Studies at the Massachusetts Institute of Technology, and Dr. Sara McLaughlin Mitchell, F. Wendell Miller Professor of political science at the University of Iowa, Co-Director of the Issue Correlates of War Project, Ph.D. in Political Science from Michigan State University, “A Liberal Case for Seapower?”, War on the Rocks, 2/25/2021, https://warontherocks.com/2021/02/a-liberal-case-for-seapower/

More Ships Allow for More System Management

Institutions write strategy documents, in no small part, to plead for more resources, selling their centrality to U.S. security. But much of the maritime services’ case, however self-serving, happens to be true, backed up by data on 270 interstate maritime conflicts. The data show that U.S. naval power correlates to a strong downward effect on the frequency and escalation of maritime conflicts (Figure 1) and that maritime conflicts are increasing relative to territorial disputes. The future of conflict is likely to be maritime. This is especially the case if one holds the liberal belief that great-power competition is as much a matter of international system maintenance, conflict management, and public goods provision as it is direct military confrontation between superpowers.

The most likely friction points between China and the United States will be at sea, in the air, and in space: the global commons. China is involved in 10 ongoing maritime disputes (Russia in nine). But that leaves 77 disputes around the world — 80 percent — that do not involve a great-power opponent of the United States. Actively managing, if not resolving, these potential crises is an important part of maintaining a liberal order, making the world safer for commerce, and making other states more amenable to U.S. leadership. A hallmark of U.S. liberal grand strategy is dispute resolution and conflict management, and in the modern era, these clashes occur more often at sea than on land. Territorial disputes (e.g., Kashmir and Nagorno-Karabakh) have declined over the past two centuries, but contentious maritime claims (e.g., the Spratly Islands and the Aegean Sea) have increased significantly.

One major reason why maritime disputes will continue to increase is climate change. Unlike the most recent National Security Strategy, National Defense Strategy, and National Military Strategy, the sea services explicitly acknowledge its existence. The maritime strategy observes that climate change threatens “coastal nations with rising sea levels, depleted fish stocks, and more severe weather” and also claims that “[c]ompetition over offshore resources, including protein, energy, and minerals, is leading to tension and conflict.” Both statements are on firm empirical ground. Data show that climate volatility, especially variability in rainfall, exacerbates the risks for militarized clashes at sea. Warmer oceans increase scarcities in many fisheries stocks by changing migration patterns, increasing fish mortality rates, and changing water acidity levels, and thus, we may see greater escalation over contested fishing grounds in the future. The use of maritime militias by countries like China, Vietnam, and the Philippines to defend fishing grounds is not surprising as states expand security measures to protect their citizens’ access to fish stocks.

There are, of course, many causes for the relative increase in disputes at sea, but it is undeniable that the rise in maritime disputes correlates to a decline in U.S. naval tonnage as a percentage of the world’s navies (Figure 1). Rising sea powers as diverse as Russia, Egypt, Indonesia, India, Iran, and North Korea have sought to expand sovereignty over maritime spaces, increasing risks for future conflicts. These regional conflagrations are risky, too, because major power wars often arise through alliance ties and the failure of extended deterrence.

The data show that, while maritime crises rarely escalate to open military conflict, naval power is the only maritime capability that deters escalation. No matter how capable or large a state is in terms of broader measures of power, naval forces are essential for this task.

Erik Gartzke and Jon Lindsay argue in a forthcoming article in this series that states that build more surface ships and submarines and challenge their neighbors’ maritime sovereignty claims fight in more militarized conflicts. By this logic, naval investments by China, Japan, and Taiwan would increase the risks for clashes at sea, and these have occurred. But, rather than the growth of individual fleets, it is the regional naval *balance*, and the role played by the United States in it, that matters most. Senkaku/Diaoyu conflicts have not resulted in war largely due to naval parity between these actors and the capability balance that the United States offers. The data show, more generally, that maritime disputes between evenly matched naval powers are more likely to be settled through peaceful negotiations. This supports the strategy’s claim that “[a]ctivities short of war can achieve strategic-level effects. The maritime domain is particularly vulnerable to malign behavior below the threshold of war and incremental gains from malign activities can accumulate into long-term advantages.” Plenty of evidence exists to support a larger fleet regardless of who is in the White House.

#### City-based innovation prevents extinction

Greg Clark 21, Group Advisor for Future Cities at the HSBC Group, Former Research Scholar at the London School of Economics and Political Science, Degree from the University of Cambridge, Former Harkness Fellow at Columbia University, “Global Cities Desperately Need New Leadership Models”, 12/8/2021 https://hbr.org/sponsored/2021/12/global-cities-desperately-need-new-leadership-models

The world’s population centers are the critical places for the future of our planet. Where people settle and how they coexist with the planet will define the endgame in the story of human life. Will we spoil our habitat or remake it?

Whether we think of such cities as consumption markets, infrastructure hubs, innovation ecosystems, decision-making centers, sharing platforms, or visitor destinations does not really matter. They are all these things—and much more. We have come to call them “cities” because they serve and seek to empower citizens, but this word is now so overused and sometimes so contentious that it may just be better to think of them as population centers—places where people are concentrated. In the quest to avoid human extinction, such places are ontologically important.

On this planet, there are some 10,000 cities where we humans make our home, according to Cities in the World, the European Commission, and the Organisation for Economic Co-operation and Development.

Meanwhile, the United Nations World Population Prospects says we are on the road to 9 billion city dwellers by 2080. Currently, about 600 cities drive our global economy and fuel our national treasuries, 200 cities are the centers of national policy and lawmaking, and 100 cities are the hubs of corporate enterprise.

Anyone who wants to argue against the idea of an urban world needs to articulate the alternative. How would you distribute and serve 9 billion souls without using cities as the primary platforms? What are the environmental and social consequences of alternative models?

We know, from all the amassed science of success, that leadership is critical to how countries and companies survive and thrive. We read books about national heroes and about great corporate leaders. But we focus less frequently on how population centers are led and guided by wise people and what the leadership imperative is for a place that is not a nation and not a business venture. The leadership of cities is a niche discussion.

In our post-pandemic, climate-alarmed world, being a city leader is just about to become the most important job on the planet. The next 50 years will be a great reckoning, and it has already started. Can we equip our cities to avoid the extinction of our species?

Three ideas should drive our quest:

Cities are seriously underpowered. Most of our cities are subjected to an inadequate version of democratic government that leaves them with the wrong municipal geographies, insufficient financial resources, weak policy frameworks, short-term mandates, and overly dominant national governments that do not understand the interactions of different forces locally in a given place. National governments recognize the opportunity of a century of urbanization but are largely unwilling to couple it with the decentralization of power it requires. So cities are orphaned by nation-states.

Place leadership is a collective task. Public bodies, civic groups, asset owners, investors, and businesses must work together with citizens to shape choices and frame change. Cities are both a means to optimize the interplay of different changes, such as in energy, transport, environment, and public health, and also a platform for collective behavior change among citizens and businesses. Cities can motivate and inspire the changes we need, because they enable and require sharing of the same place for multiple purposes by large numbers of people. Place-based leadership can induce innovation.

Soft power is therefore essential for cities to succeed. Cities need to be convening platforms for innovation and joint endeavor. They cannot achieve the changes required without building and driving coalitions. The more collaboration, the more easily the big reforms that build greater formal competence are acquired. Well-orchestrated soft power leads to reforms that generate hard power.

We can already see a new generation of city leadership platform types beginning to emerge in multiple locations.

Over the past 20 years, Manchester, U.K., has steadily built a grand coalition of nine neighboring municipalities working together with universities, investors, and businesses committed to a place-leadership agenda that has enabled the delegation of new authority, the acquisition of new financial powers, and the creation of new leadership structures in a “combined authority” for the city region.

The Greater Sydney Commission is a new kind of city regional leadership platform where civic leaders are selected for their expertise to shape a long-term agenda beyond the short-term mandates and political cycles, but are accountable to and influential upon them.

Barcelona Global has been established as a coalition of corporations, institutions, entrepreneurs, academics, skilled migrants, and investors who want to help shape the Barcelona of 2050. The coalition is working at the spaces within and between the formal levels of governance: municipal, state, national, and European Union.

In China, the emergence of the great city clusters in the megaregions of the Greater Bay Area, the Yangtze River Delta, and the Jing-Jin-Ji region shows a new scale for subnational leaders to oversee and coordinate networks of interdependent cities.

In Colombia, we observe proactive citizen leadership in Medellín and civic-minded business leadership in Bogotá, fostering new tools and platforms for place leadership to emerge.

As we emerge from a global pandemic, the quest for effective city leadership is more important than ever. New models of shared leadership are finally arriving, but is it too late? We need these models, as well as other innovative ideas and approaches, to become the fabric of our global urban infrastructure in order to have successful cities. Our collective future depends on it.

#### FTC leadership on blockchain establishes a model for other countries to apply to AI and machine learning

Bojana Bellamy 19, President of Hunton Andrews Kurth LLP’s Center for Information Policy Leadership; Terry Calvani with the Freshfields Law Firm, Former Commissioner and acting Chairman at the Federal Trade Commission; Eduardo Perez Motta, Senior Partner at the SIA Law and Economics Firm and Former President of the Mexican Competition Authority, COFECE, and, also, a Former Chair of the International Competition Network, Rod Sims, Chairman of the Australian Competition and Consumer Commission; Andy Wyckoff, Director of the OECD’s Directorate for Science, Technology, and Innovation, “The FTC’s Role in a Changing World,” FTC, 3/26/2019, https://www.ftc.gov/news-events/events-calendar/ftc-hearing-11-competition-consumer-protection-21st-century

And I think it is important that we, in Europe, do not believe that our way is the only way and I think we must be also humble to take on some of the US best examples. But then the US also, we've got expectations, the US federal privacy debate is going to sort of stir up and come up with perhaps some new ways of dealing with some of these issues. So I think building on that respect for differences, but also what brings us together is really a good way forward. I talked about some of the joint policy initiatives. I really think this would be a great way to bring us together. Think about facial recognition or blockchain or machine learning or Internet of Things, drones, all of that would be amazing.

For example, a case study to bring us to work on something which is proactive, which isn't kind of reactive, confrontational, adversarial, but actually we're creating something better for the world ahead. Of course, cooperation and enforcement is important and I think, as some in Europe, do not believe any of the complaints end up in the right hands. I think that's where the FTC can also help and ensure that the EU-led complaints that are sent to the US actually get heard properly and get enforced potentially or there is a feedback loop back. I think that would be helpful as well.

And then the final point I would like to add, which is something around -- more around, as Eduardo has said, about the leadership role of FTC. I really think actually FTC has got something to teach other regulators just because of its breadth and sort of experience in being a tough enforcer. Those of you who were in privacy for many years used to remember -- people used to say -- Europeans used to say, if only we had the FTC enforcement in the European law that would be the best combination.

So we always looked up to FTC as to how they enforce the law, how they manage, and I think that's something that FTC can really take on a great role, particularly with European regulators, who now have got similar enforcement powers. But, frankly, and I apologize, I know it's going to be online, they don't have the know-how, how to actually use these powers in the best way.

We've seen some Draconian enforcement in the EU without proper due diligence, without proper process, without proper transparency and proper lessons learned why that fine has been applied in this way and why it hasn't been applied that way. And I think this is something, Rod, I think you slightly talked about that. That is where I think FTC can help also, frankly, technically bring the other regulators a little bit up to higher level simply because of its standing and experience in enforcement.

MR. TRITELL: Thank you. I think we have a wonderful example how your questions can really stimulate the panel. (Laughter.)

MR. TRITELL: So feel free, please, to find those cards and send them up here and enhance the show.

So we're talking about conversions and joint projects of an exciting nature. One. way to potentially move those forward is through the vehicles of international organizations. Our hearings have touched many times on the OECD, ICN, ICPEN, we have UNCTAD, regional organizations like APAC, various privacy groups. There's a big menu of these venues, but resources are finite.

Let me ask where in surveying that spectrum do you think the. FTC should allocate, its resources and what should they seek to accomplish in some of these important international fora? Rod?

MR. SIMS: Well, I wouldn't mind just -- I'll answer that question, but it's just backing up to what --

MR. TRITELL: Or come back to any other point, please.

MR. SIMS: Well, what Bojana just said, the -- we notice this quite a lot in our consumer work because we are a consumer and a competition regulator, and because most of our staff do both competition and consumer work, we don't separate them out. I think we're fairly unique in that. But it just strengthens that process, that know-how in competition, which you've got to have to be in the game.

When you translate that into consumer work, it's just so immensely powerful. I think, on average, we would take larger companies to court for breaches of consumer law than we do for competition law. We've recently taken Ford, Hines, Apple to court for breaches of our consumer law. We've got large fines.

Perhaps the biggest development in Australia is we've just convinced the government, under the heading of advocacy, to align the penalties for breaches of competition law and consumer law. So now the penalties will be the same. Previously, the. penalties were much lower for consumer law, which is a terrible thing.

The harm you can do through misleading consumers is visibly as bad as it can be from cartels. There is just no doubt about that. I can give you numerous examples. So I just want to back up that point, that the strength of being the regulator that does a number of things is important. I guess it leads into my point that I think ICPEN is the organization that perhaps needs that extra bit of work, whether it's capacity building with new jurisdictions, whether it's more coordinated action amongst the members, whether it's common approaches and practices, but really just raising up the profile of consumer work.

I have to say I continually get irritated when I'm at international meetings, you get the sense that competition work is held to be in some way superior to consumer work. That is complete, rubbish. They are. equally important. If you want your market economy to work for the benefit of consumers, you need effective competition law and you need effective consumer law. They can both equally do great harm.

And so I just think we've got to raise it up.

MR. TRITELL: I think you have a sub silentio round of applause in the room there, Rod. (Laughter.)

MR. TRITELL: Not to mention from Bojana who mentioned privacy --

MS. BELLAMY: And privacy as well. So we --

MR. TRITELL: -- which we think of as part of our consumer protection.

MR. SIMS: I can't talk about privacy, but --

MS. BELLAMY: The three-headed Medusa. It's the three heads, right?

MR. SIMS: But I would happily push it to privacy, absolutely. Well, the same point applies and it was Bojana's point that got me in there. The same point applies.

MR. TRITELL: Would anybody else like to come in on where, we should focus our efforts in the international organizations.

Eduardo, you talked about maybe we. ought to be going to the next step. So if you'd like to elaborate on that.

MR. MOTTA: Well, yes. I could, in a very general way, elaborate a little bit more on that. Let me first -- let me start with the main features of the ICN. The main features of the ICN, in my view, is that it's a soft law organization, it's a consensus organization. It's a consensus organization. That goes very much in line with what happens in the WTO. It could be risky, but that's the reality.

It's a beautiful system, organization, it's a beautiful network. It uses, very efficiently, the communication technologies and so on. And the main products that are created by the ICN are this best international practices standards, practical guides and toolkits, and they organize workshops for members. I mean, that's in a very general and a schematic way.

Well, the first question is that has been, in my view, the ICN has been one of the most efficient networks I have ever seen, international networks that I have ever seen. When I compare how the ICN was created and what was the situation in the context of the WTO discussion on trade and competition, which was one of the elements that provoked the creation of the ICN, and if you see that, that was 2001 more or less -- I think it was 2001 with 15 members in the ICN.

Today, they have more than 114 members. In 2001, the WTO was working generally well. We were in the middle -- in the start of a new round, the Doha Round. At that time, the ICN was created and the ICN has been much more effective, frankly, than organizations like the WTO.

But my point here is that the international context in which we are living is highly complicated. I mean, there are a lot of nationalistic pressures, national champions, pressure from different countries, developed and developing countries at the same time. That has become, I would say, a more systemic, risky problem for markets. And that doesn't mean -- I mean, the most important elements is how to show that markets in a competition scenery is one of the most important instruments you have in order to create not only efficiency in your economy, but also equality of opportunities for economic players, for economic agents, but also at the same time a quality of opportunities for consumers.

So in that situation is where I think it is needed to give an additional impulse to an international organization like -- or an international network like the. ICN. And maybe -- I mean, I'm basically suggesting to reflect on the possibility to create a new organization, a new international organization of -- this could be consumer and competition agencies. And that should be a more -- in my view, should be a more formal organization in order to generate an international pressure for the evaluation and valuation of the importance of markets in that context, in the context of competition.

So to think about the possibility of having a formal and permanent secretariat, that makes a difference because today what you have is the members are the secretariat itself. So it's difficult to differentiate what a jurisdiction is saying or what the organization is saying because the word is the same. So in my view, you need someone that is more independent than the agencies in order to advocate for competition in different jurisdictions.

It has to be a product, in my view, from an international agreement with some cooperation mechanism, but also some monetary mechanism. That's the most -- I mean, this is a difficult task. I'm not saying that it is not. It's a real challenge. But, frankly, what we. are living internationally is a challenge, itself today.

Sorry for taking --

MR. TRITELL: No, no, a lot of food for our continued thought. Andy, from the OECD perspective, what role can you see from the OECD and how can the FTC effectively engage within the OECD, for example, in the consumer committee or in the privacy activities of the organization?

MR. WYCKOFf: I'll touch on that in just one second. Eduardo provokes me because my part of the OECD has done a lot on telecom dereg, particularly in Mexico. Here's maybe an example we can begin to think about because we. did something in 2012. It helped inform the decisions in the regulatory reform that went on in creating an independent regulator even then. We followed up in 2017 and looked at implementation. What really went on? And that's now become a lessons learned that the rest of the region now is beginning to look at. So I think there's a model for what he's saying.

The FTC -- I speak under the Chair here of my Consumer Policy Committee, Hugh Stevenson, already plays a huge leadership role at the OECD. There's two areas if I had to put on my Christmas list from FTC, where I would like to see them push. One is on this evidence base that many people have talked about. We love statistics at the OECD and comparative --

MS. BELLAMY: Data.

MR. WYCKOFF: Data. Comparative indicators, and can we begin to look at things as we get, for example, like data breach laws from around the world. Can we begin to compare these and get some -- it may not be apples to apples, but at least fruit to fruit to look at.

The other is really leadership work that happened in 2010 again led by the FTC on our consumer policy toolkit. I think they began to open the thinking on both behavioral economics and the informational economics, which I think is important. And following up on that -- and we've begun to do some work on consumer attitudes towards trust. It goes to what people are saying. It may not be such big differences as people think, but also doing some more experimental work, such as on personalized pricing, which we're beginning to see proliferate in many different areas. These are areas where I think there's a lot of international interest and where the FTC could play a leading role.

MR. TRITELL: Well, leading right into our next topic, which is the FTC’s leadership role, I think that there was a point in time when the FTC had so much longer and deeper experience in some of these areas that it was a default and natural leader. Now, we live in a very multipolar world in all of these disciplines, and it prompts me to wonder what does it mean to be a leader in this environment. Is it important for the FTC to be perceived as and to be a thought and policy leader? If so, how can the FTC exercise effective leadership internationally, including on emerging issues and with agencies that operate in very different environments?

So let me just run down the table for anybody who would like to offer thoughts on this study with Bojana.

MS. BELLAMY: Yeah, sure. So I’ve got a very long wish list, which I will submit in writing probably to my friends at FTC. But, Andy, to continue where you kind of stopped, I would really love the FTC -- I think there is some leadership vacuum first, let me say, in the privacy regulatory community at the moment, and I think FTC would be very well placed to fill that vacuum, together with some other across the world are kind of wanting to seek that new leadership role.

So one area where I would like to see some work would be in the area of fairness, fair processing, fairness and unfairness, you know. In the majority of data privacy laws we have requirements with fair processing, yet nobody knows what it means. Yet here, FTC statute and work is based on unfair trade practices. There is unfairness methodology that FTC can teach us a lot in this world of AI and machine learning as to what creates harms to consumers, what and how do we measure that and how we, as organizations, think what is fair and what is not fair.

I think this will be a great opportunity not just for bilateral, multilateral regulatory corporation, but together with the organizations who are implementing this in the practice as well. FTC anonymization test, again for those of you in the privacy geek community is still standing the test of time where frankly everybody else says there’s no such things as anonymous data because everything about me doesn’t matter. If you know who I am, but you know everything about me, that’s good enough to identify me. Well, I think FTC has done some really great thinking in the past and we need to revive that leadership and kind of, again, convergence with some others.

Risk-based approach to regulation and enforcement and investigation is something that I think FTC again is best placed to teach the rest of the world. We live in a world where data is everywhere. Every company, to your point, is today a data company, Rod. I mean, I keep hearing this from manufacturing companies to financial companies who say we are data and tech companies today. So in that world, we really need different ways of approaching that.

And then a final point, I would like to say that this whole topic of incentivizing what good looks like and rewarding good behaviors, I think there is something about that that we need to exploit more. I’ve been head of privacy for a huge multinational company for 12 years, and trust me, when we got good praises from a regulator, that gave me a bigger budget, that gave me more standing internally, that got me to speak to the CEO and the board much quicker than any penalty and any fine did.

I think realizing what motivates companies and motivates people to behave well and be good corporate citizens in this new interconnected world, I think there is work to be done there. And I do remember FTC consent decrees that I have read as I was a practitioner, every single consent decree said to me, here is how they reward companies who actually do something while in privacy. That’s what DOJ said. Data -- I think somebody mentioned before, that’s what the SEC does, that’s what US sentencing guidelines do.

#### There’s a narrow window to establish international norms for safe development---the FTC’s key
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The European Union and the United States have not always agreed on the regulation of digital technologies, but closer cooperation is needed to prevent the proliferation of harmful artificial intelligence and to help shape global AI norms that support democratic values, equity, and human rights. The recent launch of the EU-US Trade and Technology Council, together with the new EU AI regulatory proposal, provide a critical window of opportunity for deeper engagement.

Many assume that the European Union is the world’s technology watchdog, while in contrast the United States is an unruly digital Wild West. Media, policymakers, and the general public have been quick to fit the long-awaited EU regulatory proposal on artificial intelligence (the Artificial Intelligence Act, or AIA) into this bifurcated framing. Journalists have suggested that the AIA may “widen the regulatory gulf” between the EU and the US when it comes to reining in the riskiest AI applications. Researchers have called it “a direct challenge to Silicon Valley’s common view that law should leave emerging technology alone.”

However, this framing of a “gulf” between the EU and US on AI regulations is both overstated and counterproductive. The under-regulated AI industry is hurting Americans and Europeans alike, and AI’s risks, like algorithmic amplification of polarization and extremism, cut across borders. Not only do the allies’ perspectives align on various issues, but they are actively courting further cooperation on common challenges.

In mid-June, US President Joe Biden and European Commission President Ursula von der Leyen launched an EU-US Trade and Technology Council (TTC) at the US-EU Summit in Brussels. The TTC comprises ten working groups, with issues including standards cooperation for emerging technologies, data governance and technology platforms, and the threat posed to human rights by technology’s misuse. It remains to be seen, however, how much either ally will invest in this Council or how effective the TTC will be at advancing cooperation on critical AI issues going forward.

The release of the AIA, and the more recent launch of the TTC, present critical and time-sensitive opportunities for engagement. Failing to take advantage of this opportunity for transatlantic cooperation on AI would be a mistake with wide-ranging consequences for both AI and the state of democracy.

Divergent Approaches?

The EU’s proposed AI regulation differs from previous US federal government attempts by establishing oversight mechanisms to mitigate the risks of AI systems. The AIA views some applications of AI, such as AI-based social scoring, as presenting unacceptable risks that must be banned outright because they pose a clear threat to people’s safety and rights. It considers other applications, like using AI to evaluate eligibility for public services or a job, high risk because of their impact on people’s livelihoods and the potential for bias. High risk AI systems are subject to significant obligations before they can be placed on the market.

In contrast, a 2020 memo from the White House Office of Management and Budget on Guidance for Regulation of AI highlights a distrust of regulation that defined the Trump Administration’s approach to AI policy. The memo states, “Federal agencies must avoid regulatory or non-regulatory actions that needlessly hamper AI innovation and growth.” The memo also suggests that AI’s risks should be considered alongside potential benefits.

However, there has been a shift in the US AI policy environment under the Biden Administration, with louder calls for accountability and regulation. Although Biden has yet to make AI a priority, there is greater recognition of the risks the technology can pose and signals that the administration will take AI policy seriously. Vice President Harris has previously endorsed a bill to establish federal AI policy and has criticized the ways that AI can perpetuate bias. An Executive Order signed on Biden’s first day in office established an Equitable Data Working Group and the appointment of Dr. Alondra Nelson to lead the Office of Science and Technology Policy promises a commitment to pursue equitable AI.

The US does already have some protections in place against high-risk AI systems. Real-time biometric surveillance by law enforcement, prohibited in the AIA with some exceptions, has already been banned by numerous cities in the US. A statement of intent issued by the Federal Trade Commission the same week as the AIA release explains that AI products are not outside the scope of its consumer protection laws. Companies will need to adhere to FTC guidelines to ensure AI systems are transparent, explainable, fair, and empirically sound.

In fact, some have asserted that the FTC’s notice has more teeth than the AIA in the near-term. For example, the FTC has committed to holding companies accountable for preventing the proliferation of racially-biased or unreliable algorithms. Meanwhile, it may take years for individual EU member states to adopt the AIA, lessening the immediate impact on Big Tech compared to what some had expected. Under the AIA, most AI technology will not be subject to any regulation and while producers of high-risk AI systems face regulatory requirements it appears that assessments will not be made available to the public. In short, the EU approach may be less of a “burden” than some feared, while the US policy landscape may be less permissive than it may first appear.

More important than the US’s and EU’s willingness to establish regulatory frameworks is the significant overlap in what their frameworks intend to accomplish. The US and EU aim for not only the development of AI, but the development of trustworthy AI. Both have adopted the OECD AI Principles, which provide common benchmarks on issues including sustainable development, human rights, democratic values and diversity, and accountability, among others. The US’s and EU’s support of the Principles has helped to establish a shared language for global AI norms and governance.

Cooperation as a Strategic Goal

Greater transatlantic cooperation on AI is a stated goal of both the US and the EU. A European Commission program for a transatlantic agenda from December 2020 first proposed the EU-US Trade and Technology Council. The Council was an opportunity for allies to work together on critical technologies and to encourage the establishment of digital governance that promotes shared values of human dignity, individual rights, and democratic principles. The agenda described this as “a once-in-a-generation opportunity.”

The US has also highlighted the importance of international cooperation on AI, most recently by accepting the EU’s invitation to launch the TTC. The US has launched the National AI Initiative which intends to support further opportunities for cooperation with strategic allies on research and development, assessment, and resources for trustworthy AI systems. “International Cooperation” is also one of the six strategic pillars outlined on the newly re-launched AI.gov website detailing US AI priorities.

Transatlantic cooperation is widely supported by US industry stakeholders, in part to promote regulatory compatibility. For example, the TTC was endorsed in a blog post by Karan Bhatia, Google’s Vice President of Government Affairs & Public Policy, and in a statement of support from the Information Technology Industry Council. The final report from the National Security Commission on Artificial Intelligence (NSCAI), a multistakeholder group including numerous AI industry leaders, also has a chapter on creating a favorable international technology order. The NSCAI advises the US to establish an International Science and Technology Strategy and argues that “like-minded countries must work together to advance an international rules-based order, protect free and open societies, and unleash economic innovation.”

Given the allies’ many common goals, the AIA should not be seen as a challenge to the US. Instead, the proposal is an important first step and an opportunity to prevent AI uses that violate human safety and fundamental rights. The US and EU can now work together to further clarify and prevent high-risk AI uses, and establish shared AI standards. While the recently-launched TTC provides a valuable platform for this work and will support regulatory policy cooperation and convergence, a handful of working groups only partially focused on AI may struggle to meet these objectives. Additional pathways that deserve consideration include increasing capacity for information sharing and pooling resources for larger scale research on critical topics.

Why Now?

As governments scrambled to control the spread of COVID-19, many turned to AI technologies for help – to better understand the virus, track outbreaks, and help provide care. In some cases, this has justified the implementation of pervasive surveillance systems, which are now being used for troubling ends. As just one example, a facial recognition camera network in Moscow, originally implemented to help enforce quarantine restrictions, was later used to detain dozens of protestors voicing opposition to President Vladimir Putin. AI-enabled surveillance systems have proliferated across the globe, and the scale and scope of “digital authoritarianism” has increased for years, amplified by the use of AI to automate censorship and surveillance systems.

While the United States has worked to develop standards and principles for the use of AI around the world and sought to protect human rights and fundamental freedoms, these actions have failed to stop the misuse of AI. Concrete cooperation with the European Union, which has been lacking, could create a stronger alliance to counter the rising wave of digital authoritarianism. The launch of the TTC shows that President Joe Biden understands this dynamic. He recently said the “transatlantic alliance is back,” and explicitly highlighted the need to shape the rules that will govern the advance of AI, among other consequential technologies.

Importantly, greater transatlantic cooperation on AI is not just in the self-interest of the US and the EU; it can benefit democracies and human rights around the world. The alliance will be even stronger if it looks outward and facilitates international, inclusive dialogues, including with countries from the Global South. Fostering an equitable and responsible digital future requires incorporating critical, yet underrepresented, voices into AI governance discussions and decision-making.

Forgoing greater cooperation on AI between the US and EU would be a shortsighted mistake. There is a narrow window of opportunity to prevent the proliferation of harmful AI and to help shape global AI norms. The time for transatlantic cooperation on AI is now.

#### Extinction

Karina Vold 21, Philosopher of Cognitive Science and Artificial Intelligence & Assistant Professor at the University of Toronto's Institute for the History and Philosophy of Science and Technology, & Daniel R. Harris, Retired Lawyer and Foreign Service Officer at the US Department of State, “How Does Artificial Intelligence Pose an Existential Risk?,” Oxford Handbook of Digital Ethics, Ed. C. Veliz., pp 1-34

4.1 AI Race Dynamics: Corner-cutting Safety

An AI race between powerful actors could have an adverse effect on AI safety, a subfield aimed at finding technical solutions to building “advanced AI systems that are safe and beneficial” (Dafoe, 2018, 25; Cave & Ó hÉigeartaigh, 2018; Bostrom, 2017; Armstrong et al., 2016; Bostrom, 2014). Dafoe (2018, 43), for example, argues that it is plausible that such a race would provide strong incentives for researchers to trade-off safety in order to increase the chances of gaining a relative advantage over a competitor.21 In Bostrom’s (2017) view, competitive races would disincentivize two options for a frontrunner: (a) slowing down or pausing the development of an AI system and (b) implementing safety-related performance handicapping. Both, he argues, have worrying consequences for AI safety.

(a) Bostrom (2017, 5) considers a case in which a solution to the control problem (C1) is dependent upon the components of an AI system to which it will be applied, such that it is only possible to invent or install a necessary control mechanism after the system has been developed to a significantly high degree. He contends that, in situations like these, it is vital that a team is able to pause further development until the required safety work can be performed (ibid). Yet, if implementing these controls requires a substantial amount of additional time and resources, then in a tight competitive race dynamic, any team that decides to initiate this safety work would likely surrender its lead to a competitor who forgoes doing so (ibid). If competitors don’t reach an agreement on safety standards, then it is possible that a “risk-race to the bottom” could arise, driving each team to take increasing risks by investing minimally in safety (Bostrom, 2014, 247).

(b) Bostrom (2017, 5-6) also considers possible scenarios in which the “mechanisms needed to make an AI safe reduces the AI’s effectiveness”. These include cases in which a safe AI would run at a considerably slower speed than an unsafe one, or those in which implementing a safety mechanism necessitates the curtailing of an AI’s capabilities (ibid). If the AI race were to confer large strategic and economic benefits to frontrunners, then teams would be disincentivized from implementing these sorts of safety mechanisms. The same, however, does not necessarily hold true of less competitive race dynamics; that is, ones in which a competitor has a significant lead over others (ibid). Under these conditions, it is conceivable that there could be enough of a time advantage that frontrunners could unilaterally apply performance handicapping safety measures without relinquishing their lead (ibid).

It is relatively uncontroversial to suggest that reducing investment in AI safety could lead to a host of associated dangers. Improper safety precautions could produce all kinds of unintended harms from misstated objectives or from specification gaming, for example. They could also lead to a higher prevalence of AI system vulnerabilities which are intentionally exploited by malicious actors for destructive ends, as in the case of adversarial examples (see Brundage et al., 2018). But does AI safety corner-cutting reach the threshold of an Xrisk? Certainly not directly, but there are at least some circumstances under which it would do so indirectly. Recall that Chalmers (2010) argues there could be defeaters that obstruct the self-amplifying capabilities of an advanced AI, which could in turn forestall the occurrence of an intelligence explosion. Scenario (a) above made the case that a competitive AI race would disincentivize researchers from investing in developing safety precautions aimed at preventing an intelligence explosion (e.g., motivational defeaters). Thus, in cases in which an AI race is centred on the development of artificial general intelligence, a seed AI with the capacity to self-improve, or even an advanced narrow AI (as per §3.1), a competitive race dynamic could pose an indirect Xrisk insofar as it contributes to a set of conditions that elevate the risk of a control problem occurring (Bostrom, 2014, 246; 2017, 5).

4.2 AI Race Dynamics: Conflict Between AI Competitors

The mere narrative of an AI race could also, under certain conditions, increase the risk of military conflict between competing groups. Cave & Ó hÉigeartaigh (2018) argue that AI race narratives which frame the future trajectory of AI development in terms of technological advantage could “increase the risk of competition in AI causing real conflict (overt or covert)”. The militarized language typical of race dynamics may encourage competitors to view each other “as threats or even enemies” (ibid, 3).22 If a government believes that an adversary is pursuing a strategic advantage in AI that could result in their technological dominance, then this alone could provide a motivating reason to use aggression against the adversary (ibid; Bostrom, 2014). An AI race narrative could thus lead to crisis escalation between states. However, the resulting conflict, should it arise, need not directly involve AI systems. And it's an open question whether said conflict would meet the Xrisk threshold. Under conditions where it does (perhaps nuclear war), the contributions of AI as a technology would at best be indirect.

4.3 Global Disruption: Destabilization of Nuclear Deterrents

Another type of crisis escalation associated with AI is the potential destabilizing impact the technology could have on global strategic stability;23 in particular, its capacity to destabilize nuclear deterrence strategies (Giest & Lohn, 2018; Rickli, 2019; Sauer, 2019; Groll, 2018; Zwetsloot & Dafoe, 2019). In general, deterrence relies both on states possessing secure second-strike capabilities (Zwetsloot & Dafoe, 2019) and, at the same time, on a state's inability to locate, with certainty, an adversary’s nuclear second-strike forces (Rickli, 2019). This could change, however, with advances in AI (ibid). For example, AI-enabled surveillance and reconnaissance systems, unmanned underwater vehicles, and data analysis could allow a state to both closely track and destroy an adversary’s previously hidden nuclear-powered ballistic missile submarines (Zwetsloot & Dafoe, 2019). If their second-strike nuclear capabilities were to become vulnerable to a first strike, then a pre- emptive nuclear strike would, in theory, become a viable strategy under certain scenarios (Giest & Lohn, 2018).

In Zwetsloot & Dafoe’s (2019) view, “the fear that nuclear systems could be insecure would, in turn, create pressures for states— including defensively motivated ones—to pre-emptively escalate during a crisis”. What is perhaps most alarming is that the aforementioned AI systems need not actually exist to have a destabilizing impact on nuclear deterrence (Rickli, 2019; Groll, 2018; Giest & Lohn, 2018). As Rickli (2019, 95) points out, “[b]y its very nature, nuclear deterrence is highly psychological and relies on the perception of the adversary’s capabilities and intentions”. Thus, the “simple misperception of the adversary’s AI capabilities is destabilizing in itself” (ibid). This potential for AI to destabilize nuclear deterrence represents yet another kind of indirect global catastrophic, and perhaps even existential, risk insofar as the destabilization could contribute to nuclear conflict escalation.

5. Weaponization of AI

Much like the more recent set of growing concerns around an AI arms race, there have also been growing concerns around the weaponization of AI. We use “weaponization” to encompass many possible scenarios, from malicious actors or a malicious AI itself, to the use of fully autonomous lethal weapons. And we will discuss each of these possibilities in turn. In §5.1 we discuss malicious actors and in §5.2 we discuss lethal autonomous weapons. We have combined this diverse range of scenarios for two reasons. First, while the previous Xrisk scenarios discussed (CPAX and an AI race) could emerge without malicious intentions from anyone involved (e.g., engineers or governments), the scenarios we discuss here do for the most part assume some kind of malicious intent on the part of some actor. They are what Zwetsloot & Dafoe (2019,) call a misuse risk. Second, the threats we discuss here are not particularly unique to AI, unlike those in previous sections. The control problem, for example, is distinctive of AI as a technology, in the sense that the problem did not exist before we began building intelligent systems. On the other hand, many technologies can be weaponized. In this respect, AI is no different. It is because AI is potentially so powerful that its misuse in a complex and high impact environment, such as warfare, could pose an Xrisk.

5.1 Malicious Actors

In discussing CPAX, we focused on accidental risk scenarios—where no one involved wants to bring about harm, but the mere act of building an advanced AI system creates an Xrisk. But AI could also be deliberately misused. These can include things like exploiting software vulnerabilities, for example, through automated hacking or adversarial examples; generating political discord or misinformation with synthetic media; or initiating physical attacks using drones or automated weapons (see Brundage et al., 2018). For these scenarios to reach the threshold of Xrisk (in terms of ‘scope’), however, a beyond catastrophic amount of damage would have to be done. Perhaps one instructs an AI system to suck up all the oxygen in the air, to launch all the nuclear weapons in a nation’s arsenal, or to invent a deadly airborne biological virus. Or perhaps a lone actor is able to use AI to hack critical infrastructures, including some that manage large-scale projects, such as the satellites that orbit Earth. It does not take much creativity to drum up a scenario in which an AI system, if put in the wrong hands, could pose an Xrisk. But the Xrisk posed by AI in these cases is likely to be indirect—where AI is just one link in the causal chain, perhaps even a distal one. This involvement of malicious actors is one of the more common concerns around the weaponization of AI. Automated systems that have war- fighting capacities or that are in anyway linked to nuclear missile systems could become likely targets of malicious actors aiming to cause widespread harm. This threat is serious, but the theoretical nature of the threat is straightforward relative to those posed in CPAX, for example.

One further novel outcome of AI would be if the system itself malfunctions. Any technology can malfunction, and in the case of an AI system that had control over real-world weapons systems the consequences of a malfunction could be severe (see Robillard, this volume). We’ll discuss this potential scenario a bit more in the next section. A final related possibility here would be for the AI to itself turn malicious. This would be unlike any other technology in the past. But since AI is a kind of intelligent agent, there is this possibility. Cotton- Barratt et al. (2020), for example, describe a hypothetical scenario in which an intelligence explosion produces a powerful AI that wipes out human beings in order to pre-empt any interference with its own objectives. They describe this as a direct Xrisk (by contrast, we described CPAX scenarios as indirect), presumably because they describe the AI as deliberately wiping out humanity. However, if the system has agency in a meaningful sense, such that it is making these kinds of deliberate malicious decisions, then this seems to assume it has something akin to consciousness or strong intentionality. In general we are far from developing anything like artificial consciousness and this is not to say that these scenarios should be dismissed altogether, but many experts agree that there are serious challenges confronting the possibility of AI possessing these cognitive capacities (e.g., Searle, 1980; Koch and Tonini, 2017; Koch, 2019; Dehaene et al., 2017).

5.2 Lethal Autonomous Weapons

One other form of weaponization of AI that is sometimes discussed as a potential source of Xrisk are lethal autonomous weapons systems (LAWS). LAWS include systems that can locate, select, and engage targets without any human intervention (Roff, 2014; Russell, 2015; Robillard, this volume). Much of the debate around the ethics of LAWS has focused on whether their use would violate human dignity (Lim, 2019; Rosert & Sauer, 2019; Sharkey, 2019), whether they could leave critical responsibility gaps in warfare (Sparrow, 2007; Robillard, this volume), or whether they could undermine the principles of just war theory, such as noncombatant immunity (Roff, 2014), for example. These concerns, among others, have led many to call for a ban on their use (FLI ,2017). These concerns are certainly very serious and more near term (as some LAWS already exist) than the speculative scenarios discussed in CPAX. But do LAWS really present an Xrisk? It seems that if they do, they do so indirectly. Consider two possible scenarios.

(a) One concern around LAWS is that they will ease the cost of engaging in war, making it more likely that tensions between rival states rise to military engagement. In this case, LAWS would be used as an instrument to carry out the ends of some malicious actor. This is because, for now, humans continue to play a significant role in directing the behaviour of LAWS, though it is likely that we will see a steady increase in the autonomy of future systems (Brundage et al., 2018). Now, it could be that this kind of warfare leads to Xrisks, but this would require a causal chain that includes political disruption, perhaps failing states, and widespread mass murder. None of these scenarios are impossible, of course, and they present serious risks. But we have tried to focus this chapter on Xrisks that are novel to AI as a technology and, even though we view the risks of LAWS as extremely important, they ultimately present similar kinds of risks as nuclear weapons do. To the extent that LAWS have a destabilizing impact on norms and practices in warfare, for example, we think that scenarios similar to those discussed in §4.3 are possible—LAWS might escalate an ongoing crisis, or moreover, the mere perception that an adversary has LAWS might escalate a crisis.

(b) A second scenario, described by Geoffrey Hinton, is that killer drones, equipped with explosives and deep learning neural net technology, could (somehow) learn to function independently of their human controllers (Robinson, 2016), and the system could then go on a rampage and destroy humanity. The bracketed “somehow” here is a critical piece of the story. Perhaps the control system has been hacked, in which case we are back to the malicious actor scenario described in §5.1. Or perhaps there is a malfunction, of the sort also described in §5.1. In this latter case, the malfunction could manifest in the form of a “hard takeoff” in which the system undergoes rapid recursive self-improvement (unintended by the designers) and then develops goals that are inimical to human interests. In such a case, we would be at the start of an intelligence explosion and would confront the kind of Xrisk already characterized by CPAX (§3). Our only point here is that upon closer examination, it's hard to see how this scenario looks distinct from ones previously discussed. Hence, the weaponization of AI can pose an indirect Xrisk in several different ways. In general, the more control an automated system has over weaponized systems that can cause real-world destruction, the greater risk there is of that system becoming a target for attack by malicious actors or of there being greater harm due to any accidental system malfunction.

6. Conclusion

Humanity is facing an increasing number of existential threats, many of which are of our own creation. Thankfully, there are also an increasing number of scholars, from a wide range of fields, studying the nature of these risks and strategizing how to mitigate them. But the field of Xrisk studies is still relatively young. There are significant debates being had over how to define the concept of Xrisk, how to understand its sources, and what methodologies should be used to assess these risks. When it comes to Xrisks from AI, these debates continue. Early concerns around AI Xrisks focused on the possibility of an intelligence explosion and the subsequent pathway to a scenario in which a powerful superintelligent AI has misaligned objectives from humanity. These concerns have not gone away, but they have evolved over time. This chapter has provided an up- to-date critical survey of these arguments, both old and new, looking at different foreseeable pathways towards AI Xrisk, possible global disruptions resulting from the emergence of an AI race dynamic between nations, and the weaponization of AI. In particular, we have tried to make the structures of each of these concerns more explicit, such that readers can begin to critically engage with them.

#### The plan solves:

#### 1. Updating---prohibiting violations in the infrastructure level establishes a collaborative relationship between blockchain and antitrust that infuses technological principles into legal enforcement
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1.2 Enforcement

1.2.1 Not this...

Enforcement is the second pillar of a collaborative approach between law and tech, antitrust and blockchain. I realize that this may seem counterintuitive; enforcement is, by definition, confrontational. In reality, distinct types of enforcement can lead to varying degrees of confrontation: some harm the entire blockchain, while others target the sole perpetrators of illegal practices. One should avoid the former, as it would reduce blockchain’s usefulness and thus deprive policymakers and regulators of an important ally. It is in the interests of both communities to encourage the latter.

I concluded the first part of this book by underlining that making law and tech work toward the same objective implied bearing with some assaults by each on the other. This means that blockchain communities should not only tolerate antitrust sanctions, but also facilitate them, because they ultimately lead to further decentralization. It also means that antitrust agencies and courts should direct their enforcement activities in a specific way. Overall, they should seek to preserve blockchain. This will be challenging, as agencies generally conduct their enforcement activities one case after the other, without such a long-term objective. That being said, agencies could still achieve the overall goal of enabling blockchain technology to flourish while ensuring case-by-case enforcement.

For that, agencies should avoid enforcement activities against practices that directly arise from the intrinsic characteristics of a blockchain. For example, public permissionless blockchains distribute information throughout the marketplace, including the number of transactions implemented by specific users, the fees being paid and so on. This transparency could lead to antitrust concerns, especially when it comes to tacit collusion.14 Nevertheless, because this essential feature makes markets more fluid and mitigates information asymmetry,15 enforcement activities should not be directed at it.

The same goes for the opacity that blockchains create. As we have seen together, the identity of a blockchain’s participants and the content of their transactions are protected by encryption. Yet one should not consider this a relevant element in European competition law for presuming the intention to collude (moral component), for systematically making cartelization on block- chain a restriction “by object” rather than “by effect,” or for easing the burden of proof on antitrust agencies. Doing so would deter legal uses of blockchain.

More generally, it is important to underline that all blockchain participants agree to the same set of rules. That should not be seen as an illegal agreement between them, even though it affects their economic behavior. Agreeing to the same rules is, in fact, necessary for blockchain’s survival, as it creates consistency in the blockchain ledger in the absence of central coordination. It solves the Byzantine Generals Problem, according to which a central power is always needed to coordinate actions and maximize outcomes. That applies to forks, which should only rarely be seen as illegal (as I discussed in Chapter 8), because they create checks and balances within each blockchain. Let me reiterate that without consensus regarding the rules and their modification, the whole system would collapse, as the ledger integrity could not be maintained. All practices engaged by the blockchain nucleus to ensure survival, such as their forks and modifications of the core client, should thus be presumptively legal as far as antitrust enforcement is concerned.

1.2.2 ...but that!

I recommend that antitrust agencies focus their enforcement activities on practices that affect the “real space”, and on practices that defeat blockchain’s purpose.

As I discussed in Chapters 9 and 11, the first type of practice covers the use of blockchains to support firms’ efforts to collude or monopolize markets. These practices have a strong and direct impact on consumers. Detecting this type of behavior will require proactive actions by antitrust agencies. If they engage in such actions, enforcement in the field will increase consumer welfare.

The second category concerns practices that centralize blockchain ecosystems artificially. More specifically, agencies should target practices that centralize the infrastructure level of a blockchain. As I have explained, that level has a critical influence on the decentralization of other levels. Prohibiting artificial forms of centralization at that layer will free most of the ecosystem from coercive forms of power. In doing so, it will make blockchain a more potent ally to antitrust law. Furthermore, this type of enforcement will prove increasingly important over time. If blockchain adoption continues to increase, it could very well become a key infrastructure for the world economy. At that point in time, the artificial centralization of blockchain will become antitrust agencies’ top enforcement priority.

Overall, directing enforcement activities toward these two types of practices would free blockchain, and its economic ramifications, from the most restrictive practices without diminishing its usefulness or creating resentment within blockchain communities. Antitrust would thus become the ally of blockchain ecosystems and would start being perceived as such.

### Solvency---1AC

#### SOLVENCY

#### Prohibiting anticompetitive practices by the blockchain nucleus of creates a principled basis to apply antitrust to distributed ledgers without over broadening liability for all users
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2 BLOCKCHAIN’S LEGAL FICTION

In this section, I introduce the theory of granularity and outline how it enables the application of antitrust law to blockchains. Transactional by nature, that theory aims to explain public permissionless blockchains beyond the simple cost reduction framework. It seeks to translate accurately the governing reality of such blockchains, creating for the purpose a new legal fiction that encapsulates blockchain without forcing it into inadequate boxes.

2.1 Dynamics of Blockchain Governance

The theory of granularity, to which one may want to provide a semantic explanation, frames blockchain governance as a new transactional institution. By doing so, it fills the gap created by the impossibility of applying the theory of the firm to public permissionless blockchains.

2.1.1 Semantic explanation

In “The Nature of the Firm”, Ronald Coase distinguished between organizations and organisms.3 While firms are organizations, blockchains are clusters of organisms that, by nature, are spontaneous. Their functioning must be analyzed and understood this way so that antitrust and competition law can be properly applied when necessary.

The present chapter introduces the theory of granularity for the purpose. Generally, the notion of granularity defines the size of the smallest element in a system - that is, an organism. Thus, this theory aims to analyze the role played by each component of a blockchain. Unlike the firm, where vertical control is exercised over its components, blockchains are made up of horizontal governance mechanisms. This reinforces the importance of each organism, as one cannot merely assume that they will follow one coordinated direction.4 One must then study blockchain’s smallest organisms, the role they play and their dynamism.5 It is only by analyzing the granularity level that blockchain governance can be properly understood.6

2.1.2 Understanding blockchain governance

Blockchain is a space in which different forms of power are being exercised. However, unlike the firm, in which one exercises a power of command and control, I have explained that no single actor can entirely control a public permissionless blockchain.7 As a result, multiple interests can compete within the same blockchain; they may even be opposed. Blockchain “contribute[s] to the realization of a number of individual objectives which no one knows in their totality”8 For that reason, one must study the different types of power that are generally found within public permissionless blockchains to understand which interests may eventually prevail over others. In doing so, we should keep in mind that “people who think the purpose of blockchains is to completely expunge soft mushy human intuitions and feelings in favor of completely algorithmic governance (emphasis on ‘completely’) are absolutely crazy.”9

I study blockchain power games by analyzing what I have described as the fifth blockchain level in Chapter 4: the governance layer. That level sits on top of more technical ones, and it appears to be central in defining the activities at the levels above. Furthermore, different constraints come into play in blockchain governance - namely, economic, political, logical, sociological, architectural and legal ones. Understanding how these constraints interact is a challenge; but it is essential in order to get a grip on who holds control over blockchain layer 1 and how that power is exercised over other participants.

A distinction between all three categories of public permissionless blockchain participants is helpful in this regard - namely, between founders or core developers (I will often present them together for the sake of simplicity), users and miners. I show that although each blockchain has its specificities, the above-mentioned groups will use the same mechanisms to express their preferences,10 and will encounter the same limits if they act on their own. Eventually, their powers may suffer from four constraints that Lawrence Lessig described with his “pathetic dot theory”: law, markets, social norms and architecture.11

As for private blockchains, I have explained that they mimic that structure to different degrees, depending on their original design. The closer they are to public permissionless blockchains, the less the theory of the firm will be transposable to them. The following developments then become relevant for public permissionless as well as private blockchains.

2.1.2.1 The power of founders and core developers'2

Blockchain founders and core developers are those who implement the original rules of a blockchain.13 They design the code software and determine which consensus protocol will be used.14

Although core developers work on the fourth level of blockchain - its infra- structure - they interact with other blockchain participants at the fifth level. Indeed, one may stress that the blockchain architecture limits their power, as they lose any form of direct control over other participants once they put the blockchain online.15 For most blockchains (but not all!),16 founders and core developers cannot unilaterally impose any changes17 or control who may propose protocol updates.18 For instance, any Bitcoin Improvement Proposals must be voted upon, according to miners’ computing power, before they get implemented.19 Indeed,“[t]he nature of Bitcoin is such that once version 0.1 was released, the core design was set in stone for the rest of its lifetime,”20 unless the majority agrees to change it.

The more participants are included in those voting procedures, the more decentralized that blockchain layer is.21 The opposite is also true. For instance, Decred22 and Tezos23 are cryptocurrencies with more centralized governance systems. One of Tezos’ principal characteristics is the ability to amend its consensus when necessary.24 The presence of off-chain and side-chain governance mechanisms, usually controlled by developers, should also be closely studied.25

It remains that core developers do not control who can use the blockchain at the platform layer26 or who can build applications on top of it.27 That is because blockchain founders and core developers cannot impose changes on the blockchain code, interface, application, data or benefice.28 Their main role is thus close to that of “advisors,”29 but their influence is limited by blockchain participants’ desire to maximize their own benefit, which may lead them, should they disagree with core developers, to refuse the implementation of new rules, to move to a rival ecosystem or to fork the blockchain.30 Social norms further limit them because they may fear not being influential enough to prevent hard forks.

Hard forks result in backward-incompatible software updates. When they do not obtain a sufficiently broad consensus among miners,31 hard forks cause the chain to split in two, permanently. Indeed, miners who do not follow the new block validation requirements will be unable to add their blocks to the latest version of the blockchain, as the core client will automatically reject them as non-compliant. Instead, a new chain of blocks will form, creating a split: two chains following different rules. These forks limit the core developers’ willingness to act against the interests of other participants.32 And core developers may also fear soft forks, although to a lesser degree. Soft forks happen when new rules are implemented, but when the blocks following the original rules are not rejected from the chain. These modifications are backward-compatible, accommodating miners who implement the change and those who do not. Nevertheless, one should underline that these limits on core developers’ power are linked to the decentralized nature of blockchain governance, which is not a necessary feature, but needs to be enacted.33 New blockchains may appear in which greater power is given to the founders and core developers.34

However, such blockchains will suffer from two inherent limits. First, the extent to which a (re)centralized blockchain could thrive remains to be seen.35 Such blockchains could deplete trust by confining power in the hands of a few, thus disincentivizing users from joining them. Second, a (re)centralized block- chain could function less efficiently than a truly decentralized one, because all its participants would no longer be in a position to improve it. This lack of efficiency, even if it only concerned certain types of transactions, could hinder these blockchains - which probably explains why, to this day, they have not prospered.

2.1.2.2 The power of users36

On permissionless public blockchains, users propose new transactions. Anyone can become a user.37 Users exercise substantial power over the blockchain, since their decision to use it (or not) is central to the blockchain’s economic and social value.38 Their influence extends from influencing transaction fees39 to providing additional value by developing and using applications running on top of the platform layer.40 They can also force hard forks on the blockchain.41 However, their power is limited by the fact they cannot (easily) exercise coordinated control, as their actions are highly decentralized and spontaneous.42 This creates an architectural limit and makes their behavior primarily dependent on prices.43

2.1.2.3 The power of miners44

On permissionless public blockchains, miners validate transactions assembled into blocks. Any participant can become a miner.45 Miners follow the rules encoded in the fourth blockchain level (e.g., the Bitcoin Core client).46 They can comply with a different set of rules, but they will then waste computing power by producing an orphaned block, thus losing potential rewards. Following the main client’s rules is miners’ dominant strategy.47 If they coordinate their behavior, miners can influence a blockchain by realizing a 51 percent attack,48 thus forcing a soft fork.49 The risk is higher when miners are grouped into mining pools.50 In such a scenario, the blockchain protocol is changed to loosen the rule-set enforced by full nodes.51 Such a change occurs when enough hashing power, or energy expended to mine a cryptocurrency, is devoted to it.52 The power of miners to start soft forks is nonetheless limited by both the blockchain’s architecture53 and social norms - they must convince blockchain participants operating as nodes to run the new version of the software.54 Miners also suffer from market constraints, as initiating a soft fork may decrease the value of the tokens they own.55 The price mechanism also guides their actions, creating a strong market-related constraint. Finally, even if a fork were created, the new community would have the strenuous task of convincing other users to join it.56 For example, Bitcoin had been forked over 100 times at the time of writing. Over 30 of them are considered failures, while another 29 projects are no longer capable of transacting. Among the remaining forks Just a few are considered valuable.57

2.1.3 The blockchain power game

This overall balance of power, common to all public permissionless block- chains, is the general analytical framework (as illustrated in Figure 7.1) within which to analyze whether one of these groups, on a case-by-case basis, has sufficient influence to qualify as control under antitrust or competition law.

On top of all that, core developers, users and miners may also store a copy of the blockchain ledger. When doing so, their computers are labeled as light nodes if they store only a subset of the blockchain ledger and full nodes if they store a copy of the entire blockchain.58

Although these nodes are passive and cannot be designated as actors in the blockchain, they ensure its integrity. This role carries power. First, blockchain participants who are nodes may alter their copy of the blockchain.59 Second, they may also (threaten to) validate blocks in which there is double spending.60 Their job is indeed to prevent users from spending the same token twice by allowing miners to verify the proposed transaction against a list of previous unspent transaction outputs. They protect blockchains value. However, their power is mainly limited by the fact that they cannot either control or influence transactions.61

This is the blockchain power game. It is well balanced, and technical solutions (called “layer 2” solutions) are constantly provided to maintain that balance. But these solutions are insufficient to maintain balance when different groups of blockchain participants come together to escape these constraints to the detriment of the broader ecosystem. When this occurs, they are exercising control over the blockchain.

2.2 The Blockchain Nucleus

Thus far, the theory of granularity has allowed me to determine the different forms of power enjoyed by blockchain participants. I must now detail how to identify a legal fiction controlling the blockchain.62 To this end, I explain what a blockchain nucleus is and then analyze its influence over other blockchain participants. 1 then describe how to define such a nucleus.

2.2.1 Usefulness and challenges

2.2.1.1 The nucleus

None of the three types of blockchain participants - core developers, users and miners - can impose their power on other groups to the point of taking complete control over the blockchain. Blockchains are indeed decentralized. They prevent the exercise of vertical power, and this differentiates them from firms in which a group, or sometimes even an individual, can control the other participants and “force them to collaborate,” so to speak.

That being said, even with horizontal and decentralized governance, a group of participants may achieve a form of control over the blockchain by collaborating, by circumventing (some of) the constraints imposed on them,63 and by changing them in the long run.64

I contend that such a coalition exists for each blockchain (at least, for the surviving ones),65 and I call it the nucleus. The nucleus includes all the participants who have a personal interest (albeit transiently) to collaborate toward the same long-term goal: ensuring the blockchain’s survival.66 Its members do not compete as they are, together, trying to maintain and expand their blockchain. Their short-term interests may diverge from time to time67 - for example, when two miners are racing to mine new blocks.68 Still, they seek to ensure blockchain integrity and systematically promote the same blockchain instead of other ones.

2.2.1.2 Usefulness

Assessing which participants have joined forces and are thus part of the nucleus is essential to determine who ultimately controls the blockchain. Put differently, it leads to identifying the participants that can be held liable for a breach of antitrust law when it is shown that they have anticompetitively exerted their influence.69 Identifying the nucleus amounts to creating a legal fiction to which the law can be applied, but also to which rights can be granted (see Figure 7.2).

The nucleus should indeed become a legal fiction that can be liable for anticompetitive practices, but also able to claim damages. In that regard, determining the nucleus size will prove central. It will prove useful in cases of anticompetitive practices directed at a blockchain nucleus. When a legal entity - whether a blockchain nucleus or a firm - infringes antitrust law and causes damages to another nucleus, the latter must have the means to introduce a legal action, stand by its rights and claim damages. Assigning liability and granting rights to blockchain ecosystems are thus two sides of the same coin.

3 DEFINING THE NUCLEUS SIZE

Courts and antitrust agencies will face the task of determining the nucleus size. The further away a participant will be from the nucleus’s center, the more difficult it will become to genuinely include her or him in the nucleus. With distance, it will prove harder to show that she or he could have influenced other participants’ behavior. Only a case-by-case analysis can elucidate this question. This analysis should nevertheless be based on concrete and quantifiable frameworks to ensure legal certainty, limit legal errors and reduce regulatory costs. To this end, agencies should focus their investigation on economic agents’ ability to exert a horizontal power of command and control. They should also consider their capacity to interfere with the blockchain’s economic value and influence norms.70

Let me be more specific. The first element that should be factored in to determine which participants are part of the nucleus is the technical ability to exert a horizontal quasi-power of command and control. One must assess each blockchain’s architectural characteristics to determine whether a few users may impose such decisions on others. The more a group of users can control others, the more they can single-handedly contribute to the block- chain’s survival, and therefore be considered part of the nucleus. In fact, the original design of a blockchain can give one of the three groups of users more or less power. It can put them in charge of implementing the execution of transactions, designate them as miners or even enable them to change the design a blockchain’s design unilaterally. Some blockchains might also use several mechanisms based on the platform layer to create governance (whether off-chain or side-chain).71

The second element is the ability of each participant to interfere with the blockchain’s economic value.72 When some users govern the pricing structures, the blockchain’s attractiveness or economic incentives, they have indirect control over the blockchain. This ability can be assessed by looking at technical elements. For instance, the capacity to change the size of each block, which may alter the number and types of transactions, is a sign of control. The same goes for the power to propose modifications to the core code to attract new participants. Finally, the more a participant has invested in the blockchain, the more he has an incentive to control its economic value.73 For that reason, previous investments in a blockchain can show agencies where to look for the nucleus.

The third element is the ability to influence a blockchain’s norms.74 Here, “norms” are defined as the “constraints imposed not through the organized or centralized actions of a state, but through the many slight and sometimes forceful sanctions that members of a community impose on each other”75 - that is, the unwritten rules that one often feels compelled to follow.76 The more a participant can incentivize others to behave in a certain way - on pain of rejection from the community - the more they exercise control over the blockchain’s general direction.77 For example, when core developers can influence other participants into accepting all of the modifications they would like to apply to the core (e.g., by arguing about the necessity for technical upgrades, security failures, bugs...), they effectively pilot part of the blockchain.

4 THE THEORY OF GRANULARITY IN ACTION

The theory of granularity would enable agencies to identify a blockchain’s nucleus. It would thus permit the creation of a legal fiction to which antitrust can be applied. In turn, this would impose new obligations upon blockchain participants while simultaneously giving them new means to challenge anti- competitive behavior. This theory would make it possible to analyze relevant markets and market power in antitrust proceedings. The theory of granularity would also make it possible to impute anticompetitive practices to a given set of blockchain participants.

## 2AC

### FTC DA---2AC

#### It makes all antitrust enforcement far more taxing AND forces an agency ramp up

Dr. Thibault Schrepel 21, PhD in Antitrust Law from Université Paris-Saclay, LLM in International Law and Legal Studies from the Brooklyn Law School, Associate Professor of Law at VU Amsterdam University, Faculty Affiliate and Creator and Director of the Computational Antitrust Project at the Stanford University CodeX Center, Blockchain + Antitrust: The Decentralization Formula, p. 179-180

The second element concerns the technical difficulties created by blockchain, as it will complexify the work of antitrust agencies. First, blockchain protects users’ identities. That is all the more so with public blockchains, where there is no need for the creator of a blockchain to approve users. Second, the transactions recorded on the blockchain are encoded and cannot be decrypted by anyone other than the parties to a transaction. This encryption also protects colluders by preventing agencies from tracing the history of their collusion. Third, even if users’ identity and purpose of their transactions were known, the deletion of the data contained therein by agencies would remain quite challenging (to say the least).73 In this respect, perhaps the exit of companies with the automatic destruction of information by smart contracts would be preferable to a leniency application with no subsequent possibility of eliminating the collusive agreement, or at least, the information illegally published.

The third element is linked to the fact that, besides its technical characteristics, blockchain enables colluders to manage the risk of detection. In turn, this should reduce the number of leniency applications. Most of these procedures are indeed started by colluders who fear being discovered. Technology helps in that regard. This is all the more true with private blockchains, as they can be set up so that only specific users can access the entire blockchain. This will limit their ability to hand over incriminating information to antitrust agencies. As a result, when choosing between leniency and an exit through smart con- tract,74 there is every reason to believe that blockchain would, at least partially, overshadow leniency applications.

How worrying is all this? At first sight, the expected decrease in the number of leniency applications may seem problematic, as antitrust agencies rely heavily on them to detect collusive agreements.75 According to the Organisation for Economic Co-operation and Development (OECD), the per- centage of cartel cases detected through leniency applications is reported in the survey to range between 45 and 55 percent for countries such as Canada, Chile, Germany, Korea and New Zealand, and over 85 percent for the European Union.76 In the United States, more than 90 percent of the penalties imposed by the DOJ in recent years are linked to investigations assisted by leniency applicants.77 This report shows a reactive policy by antitrust agencies. It also signals to companies that a well-designed collusive agreement that frames and rectifies disagreements has a good chance of (extended) survival.78 By undermining leniency programs’ effectiveness, blockchain will force competition agencies to become proactive again, failing which companies will have a growing sense of impunity from antitrust and competition law. Only a strengthening of proactive detection will increase the risk of punishment and force companies to seek leniency again.79

#### 2. CREDIBILITY. Funding is at 40 year lows AND they’re losing staff because they can’t win bold cases---that’s Rich.

[1AC RICH – FOR REFERENCE]

For years the commission's budget and staffing levels have been chipped away. It now has roughly 50 per cent of the staff it had in 1980 and is currently trying to review a record number of mergers. In the first nine months of this fiscal year, the FTC received 2,573 notifications ahead of a large merger - already 50 per cent more than were received in the whole of last year.

Last week, the commission published a statement warning that it would not be able to review all mergers within 30 days of a notification being made, as required by law. Instead, the FTC said, if it had not had time to review a merger before it took place, it would reserve the right to take action even after it had been completed.

The commission is also facing an uphill battle to retain staff. Some people say they feel demoralised by the pace of change and irritated they have not yet met their new chair - something Khan's allies say is an unfortunate result of the pandemic. "There are only so many times you can hear that your institution has failed for years before you start to doubt your place in it," says one staff member.

#### That saves resources through deterrence

Rebecca Slaughter 20, JD from Yale Law School, BA in Anthropology from Yale University, “Antitrust at a Precipice,” GRC, 11/17/2020, https://tinyurl.com/yckdf62n

On top of that. I think the FTC’s win rate in court is a result of jurisprudence that is so permissive that it incentivizes companies to take a chance by proposing anticompetitive mergers or engaging in anticompetitive conduct. We are forced to file too many cases against mergers and conduct that should never have gotten out of the boardroom because firms are willing to take a chance at engaging in anticompetitive or monopolistic conduct or proposing mergers that are so clearly anticompetitive.

We spend far too many of our enforcement dollars on mergers that are clearly illegal. For example, this past summer, our staff litigated and won a merger challenge in a clear merger-to-monopoly of coal producers in the Southern Powder River Basin.15 Earlier this year, the FTC challenged the acquisition by Illumina. a monopolist, of PacBio. one of the only other firms capable of competing to make next-generation DNA sequencing systems.16 We also had to litigate all the way through trial and appeal a clear merger to monopoly of two healthcare providers in North Dakota.17 These mergers are only a few of the many data points that suggest a breakdown in the deterrent effect of antitrust enforcement.

Firms may also calculate that they have little to lose by engaging in anticompetitive conduct. These cases are critical, but they tend to be fewer and farther between, more time-consuming, and very fact-specific: sporadic enforcement may limit the deterrent effect. The one exception to this may be the Commission's decades of effort devoted to stopping anticompetitive pay-for-delay settlement agreements.18 But, even in that area, it took a very long time get from the early challenges to a resolution. Knowing that, some firms may still determine it is worth the risk.

Let me be clear: I am extraordinarily proud of the work the FTC has done to bring a record-breaking number of cases this past year. Our staff has been working non-stop, night and day, throughout the pandemic, conducting investigations and litigating both merger and conduct cases. I cannot give them enough credit for the way they have adapted to the circumstances and continued to focus on the work in front of them, even as many of them are juggling family and other challenges at the same time.

It is up the leadership of the agency to push forward and challenge underlying assumptions. I also think that where we are today, with this breakdown in deterrence, is the result of 40 years of courts' narrowing case law and periods of time where there the antitrust agencies intentionally took a hands-off approach to market concentration and market power.

#### Funding is normal means AND boosts are coming

Dylan Byers 21, Senior Media Reporter for NBC News; Internally Citing George Washington University Professor and Former FTC Chair William Kovacic; “Is Facebook Untouchable? It's Complicated,” NBC News, 7-1-2021, https://www.nbcnews.com/tech/tech-news/facebook-untouchable-complicated-rcna1323)

The House Judiciary Committee recently advanced six bills that would bolster the government's ability to regulate Big Tech. They range from simple budgeting measures — one would give more funding to the FTC and the Department of Justice for their antitrust enforcement efforts — to profound reforms — one that would stop platform companies from preferencing their products over those of their competitors and another that would make it illegal for companies to eliminate competitors through acquisitions.

This legislative package faces an arduous road ahead. House Majority Leader Steny Hoyer, who sets the House floor schedule, has said none of the six bills are ready for a vote, which suggests they don't have broad bipartisan support. If and when they do make it through the House, they face an even harder battle in the Senate.

"It's hard to imagine that the larger legislative package is accomplished this year," Kovacic said, though he predicted a few of the less-threatening bills — budgeting, for example — are likely to pass on their own.

"The funding for the FTC and DOJ antitrust divisions, it's nearly 100 percent likely that Congress will pass that law," he said. He said another bill, which would block the tech firms from moving court hearings to more favorable states, was also likely to pass.

#### Monetary penalties recirculate and build the budget

Dr. Marek Martyniszyn 21, Senior Lecturer in Law at Queen’s University Belfast, PhD from University College Dublin, LLM (with Specializations in EU Economic and World Trade Law) from the Saarland University’s European Institute, MA Degree from the Warsaw School of Economics and Postgraduate Certificate in Higher Education Teaching (PGCHET) from Queen's University Belfast, “Competitive Harm Crossing Borders: Regulatory Gaps And A Way Forward”, Journal of Competition Law & Economics, Volume 17, Issue 3, September 2021, https://academic.oup.com/jcle/article/17/3/686/6095856

Furthermore, international cartelists should face more severe sanctions for their violations. Despite the increasing interest in criminalization and individual liability more broadly, the most common sanctions for cartel conduct are corporate fines. The prevalent fining methodology is to impose fines that are benchmarked to the relevant in-country turnover of the culprits.71 Given the nature of the present regulatory regime, this practice is friendly to cartelists. Assuming, for the sake of argument, that corporate fines and fine-setting methodology are both sufficient and just, an international cartel would face appropriate sanctions only if it were to be held responsible in each and every affected jurisdiction. That is virtually impossible. Moreover, the common practice is to introduce maximum limits on fines. Quite often fines cannot exceed either a specific monetary amount, provided for in the relevant domestic rules, or a fixed percentage of the violator’s last year-relevant in-forum turnover, typically ten per cent.72 There is no theory or empirical evidence supporting such thresholds. Even if there were, in practice such thresholds are never met. The imposed fines are set at astonishingly low levels compared to illegal profits, even within the sanctioning jurisdictions.73 Given the practical impossibility of effective enforcement in every harmed state, those jurisdictions which have the capacity to bring transnational cases should increase the severity of their sanctions to increase deterrence. They should do so by, at least, both increasing permissible fine limits and by utilizing the full available spectrum of punitive measures. In this context, the transnational nature of a violation, leading to a transfer of wealth abroad, should be taken into account.

From the deterrence perspective it would be advisable to relate fines to overall, not just in-forum turnover. This would undoubtedly lead to the defendants’ bar raising the double jeopardy argument, conflating the question of which harm is being addressed and which legal interest is being protected with the issue of appropriate sanctions. In the current regulatory framework, each jurisdiction addresses the harm caused on its own market. Therefore, double jeopardy is not and would not become an issue. To avoid this misleading double jeopardy argument, it may be worth considering replacing turnover as a sanctioning benchmark with the overall value of the violator’s assets. In general, the type and severity of sanctions is a sovereign matter. For example, the US provides for imprisonment of up to ten years for individuals involved in a cartel,74 although in many other countries around the world such conduct is not subject to any criminal sanctions, or even to any individual sanctions. Since this is a sovereign choice and there are no binding universal norms to the contrary, it cannot be contested. That said, there is no reason why agencies and courts should not continue with the good practice, which has already emerged, of taking into account sanctions already imposed by other jurisdictions. This practice should continue as a matter of comity, especially in cases involving non-financial sanctions.

Moreover, fines levied on foreign violators could be left, at least partially, in domestic competition agencies’ budgets to facilitate future enforcement and advocacy activities. Sceptics may argue that this would skew the incentives, making the agencies more likely to bring such cases. That is, in fact, the very objective of this proposal. As explained above transnational cases are generally more complicated, presenting higher risks for enforcers. The system should reflect that and incentivize the taking of such risks. More fundamentally, given that transnational violations tend to cause greater harm and lead to outflow of wealth, they warrant agencies’ enhanced attention.

#### Tons of antitrust now

Jon Swartz 12-28, Senior Reporter for MarketWatch, “Big Tech Heads for ‘A Year of Thousands of Tiny Tech Papercuts,’ But What Antitrust Efforts Could Make Them Bleed?”, MarketWatch, 12/28/2021, https://www.marketwatch.com/story/big-tech-heads-for-a-year-of-thousands-of-tiny-tech-papercuts-but-what-antitrust-efforts-could-make-them-bleed-11640640776

Antitrust enforcement of Big Tech is expected to take place on a scale never before seen in 2022, following years of escalating rhetoric from Washington.

So far, Wall Street has shrugged as the five companies under the microscope — Google parent Alphabet Inc. GOOGL, -0.92% GOOG, -0.91%, Facebook parent Meta Platforms Inc. FB, -2.33%, Apple Inc. AAPL, -0.35%, Amazon.com Inc. AMZN, -1.14%, and, yes, Microsoft Corp. MSFT, -0.88% — have been targeted by governments and rivals across the globe. Despite a steady drumbeat of negative headlines, tech’s quintet of heavy hitters boasted a cumulative market value of nearly $10 trillion as 2021 neared an end, after producing a collective $2.4 trillion in revenue over the past two years of pandemic misery.

The stock prices of tech companies have only been “minorly impacted because investors do not tend to make decisions based on the mere possibility of legislation,” Ashley Baker, director of public policy at the Committee for Justice, told MarketWatch.

Many investors have simply looked back on history and shrugged, according to one Silicon Valley venture capitalist.

“There is more antitrust noise, but investment people remember the Microsoft and IBM IBM, -0.19% [antitrust investigations] in which waves of innovation followed those investigations and proved they did not own the industry,” Alexandra Sasha Johnson, president of Global Tech Symposium, a Silicon Valley investment conference, told MarketWatch. “Until the Big Tech companies buy each other, this is not a problem.”

For more: Big Tech was built by the same type of antitrust actions that could now tear it down
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This could finally change in 2022 as it did in the late 1990s, when some tech companies struck a cautious stance during the Justice Department’s investigation of Microsoft for monopolistic practices, Syed said.

“The difference is that we’re talking about interconnected companies that own an industry versus just one company [with Microsoft],” she said. “And there is bipartisan support, which makes it easier politically.”

More on the antitrust challenges facing Big Tech in 2022

Amazon has mostly avoided antitrust scrutiny, but that may change in 2022

Possible Justice Department lawsuit looms over Apple, which is facing scrutiny worldwide

Google enters 2022 battling antitrust actions on multiple fronts — with more likely to come

Facebook’s acquisitions of Instagram and WhatsApp are antitrust targets, but its metaverse mergers may be the victims

Microsoft has avoided U.S. antitrust scrutiny, but Europe is a different matter

With more than a dozen pieces of anti-tech legislation, a plethora of lawsuits and regulatory fines escalating in the U.S. and abroad, as well as the Biden administration rounding out Big Tech’s nightmare team of government agency heads, 2022 is shaping up as a seminal year for tech regulation after decades of inaction.

In rapid succession this year, Biden named and nominated an antitrust team of Tim Wu (to the newly created position of head of competition policy at the National Economic Council), Lina Khan (chair of the Federal Trade Commission) and Jonathan Kanter (head of the antitrust division of the Justice Department). Each is a heralded anti-monopolist advocate who has written extensively on the topic or represented companies making antitrust claims against Big Tech.

The trio have been referred to as members of a “New Brandeis movement,” named after Supreme Court Justice Louis Brandeis, whose decisions limited the power of big business in the early 20th century. With the New Brandeis trifecta in place, and Congress evaluating more than dozen possible anti-tech bills, next year is “shaping up to be the year of Tech Takedown,” Bhaskar Chakravorti, dean of global business at the Fletcher School at Tufts University, told MarketWatch.

More troubling for tech CEOs, he said, are the “many tiny actions at the FTC, Justice Department and Congress that will continue to keep feeding the news cycles with a steady stream of actions” that add up to a “a year of thousands of tiny tech papercuts.”

Big Tech’s treacherous path to antitrust enforcement has three potentially damaging roads: federal agencies challenging acquisitions and mergers; legislation tailored to stimulate competition and curtail the influence of tech’s dominant platforms; and federal and state lawsuits.

Closer scrutiny of M&A activity

The biggest immediate impact from the Biden administration’s all-out assault could be a cooling-off period of frenzied mergers and acquisitions by the biggest players. Regulators have been empowered with examining past deals and more strenuously inspecting tech’s latest purchases.

Major movement is already happening on the M&A front because, as lawyers and executives told MarketWatch, the FTC and Justice Department have new leadership empowered to more closely review and approve mergers while they await legislation and court actions. A non-binding presidential executive order largely seen as aimed at Big Tech announced a policy of greater scrutiny of mergers over the summer, and the FTC and Justice Department each would receive $500 million in new funding to boost staff working on antitrust enforcement as part of the House-passed reconciliation bill awaiting Senate action.

The FTC is signaling greater oversight over deals, requiring affirmative consent on certain transactions, which may prolong uncertainty on merger agreements. The agency has already sued to block the largest semiconductor deal ever — Nvidia Corp.’s NVDA, -0.59% proposed $40 billion acquisition of U.K.-based chip-design provider Arm Ltd., saying the deal would “distort Arm’s incentives in chip markets and allow the combined firm to unfairly undermine Nvidia’s rivals.”

Another FTC antitrust probe, into Meta’s plan to acquire VR fitness app Supernatural for $400 million, is underway, according to a report by The Information.

The Justice Department’s direction is less clear at this point, but signals from Kanter’s confirmation hearing point to “vigorous enforcement” of antitrust laws.

“Personnel is policy. With the trifecta of Khan, Kanter and Wu, there is a new sheriff in town,” Luther Lowe, senior vice president of public policy at Yelp Inc. YELP, -0.66%, told MarketWatch. “Efforts by Amazon and Facebook to recuse Khan, and Google’s attempt to recuse Kanter, is like arsonists asking for firefighters to be removed from a fire.”

## 1AR

### Agency Capital---1AR

#### Winners win---strong enforcement builds agency capital

William E. Kovacic 15, Global Competition Professor of Law and Policy, George Washington University Law School and Non-Executive Director of the United Kingdom Competition and Markets Authority, “Creating a Respected Brand: How Regulatory Agencies Signal Quality”, George Mason Law Review, 22 Geo. Mason L. Rev. 237, Winter 2015, Lexis

The queue of matters that comes before an antitrust agency is partly determined exogenously and partly endogenously. Mergers provide an illustration. From the perspective of the competition agency, a major cause of merger rates is the state of the economy. In periods of growth and ascending stock values, firms are more likely to undertake mergers than when economic conditions are bleak. 54 The decision to merge, however, also depends on an endogenous factor. The agency's enforcement record and its statements of enforcement intentions shape the perceptions of potential merging parties and their advisors about whether to proceed.

The order in which specific matters come before the agency may affect what the agency decides to do. In the mid-1990s, under the leadership of Robert Pitofsky, the FTC achieved important litigation merger victories in transactions involving office supplies (FTC v. Staples, Inc.) 55 and pharmaceutical distribution systems (FTC v. Cardinal Health, Inc.). 56 Later in the [\*249] decade, the FTC allowed Boeing to purchase McDonnell Douglas without restrictions 57 and permitted several large mergers of petroleum companies (most notably, Exxon's purchase of Mobil) with some divestitures. 58

Let us consider how the FTC might have evaluated Boeing/McDonnell Douglas or Exxon/Mobil if one of these transactions had occurred earlier in Pitofsky's tenure. Would the FTC chairman, who had criticized enforcement policy under the Reagan administration as being too lax, 59 have allowed Boeing to purchase McDonnell Douglas if the deal had been the first major transaction to emerge in, say, 1995? One possible interpretation of FTC merger enforcement policy in the 1990s is that the successful challenges to the Staples and Cardinal Health transactions established the agency's reputation for toughness. The Staples and Cardinal Health decisions, in effect, put reputational and political capital in the bank that the FTC could spend on future decisions not to prosecute. These litigation victories enabled the agency to say, when the Boeing merger and the petroleum deals came along, that it was willing to intervene when the facts so required, but sufficiently discerning to stand down when the transaction was benign.

#### The Jones card---it justifies a new 1AR one---FTC capital is resilient

William E. Kovacic 16, Visiting Professor at King's College London and the Global Competition Professor of Law and Policy at George Washington University Law School, and Marianela Lopez-Galdos, Legal Consultant with the Inter-American Development Bank and the Director of the Global Competition Law Benchmarking Project at the Competition Law Center of the George Washington University Law School, “Explaining Variation in the Implementation of New Regimes”, Law and Contemporary Problems, 79 Law & Contemp. Prob. 85, Lexis

For the most part, an older, better-established, and more experienced agency is more likely to be in a stronger position to respond to such blows and recover. This is because: (a) a better-established and more experienced agency has had more time to build a career staff that provides continuity and stability over time and is able to carry out the work of the agency despite significant disruptions in leadership; 92 and (b) such an agency probably has accumulated reputational capital that it can "spend" in the time of a crisis to maintain its standing in the eyes of external audiences. 93 [FOOTNOTE] 93 See William E. Kovacic & Marc Winerman, The Federal Trade Commission as an Independent Agency: Autonomy, Legitimacy, and Effectiveness, 100 Iowa L. Rev. 2085, 2106-07 (2015) (discussing how competition agencies accumulate and spend political capital). [FOOTNOTE] A relatively newer agency, by contrast, may be more vulnerable to being swept aside or permanently diminished because it has not had the opportunity to build a staff of sufficient depth and experience or to build a reputation that can sustain it in difficult times.

#### Congress will do oversight or hearings---not open backlash

William E. Kovacic 15, Visiting Professor at King's College London and the Global Competition Professor of Law and Policy at George Washington University Law School, and Marc Winerman, Formerly of the Federal Trade Commission, where he Served for Over 31 Years as an Attorney Advisor to Kovacic and to FTC Commissioner Maureen Ohlhausen, and also in the Bureau of Consumer Protection, the Office of the General Counsel, and the Office of International Affairs, “The Federal Trade Commission as an Independent Agency: Autonomy, Legitimacy, and Effectiveness”, Iowa Law Review, 100 Iowa L. Rev. 2085, July 2015, Lexis

There are a variety of ways to ensure that the agency is accountable for its decisions without interfering in its decision to investigate, to prosecute, to punish, or to exercise other powers. A legislature can hold periodic hearings at which legislators can press the agency's leadership to explain its action in completed matters and to discuss general trends in policy. The agency itself can issue statements explaining specific decisions to prosecute or not to prosecute. It can maintain and disclose data sets about its activities to permit informed external debate about its allocation of resources. An agency can also implement a program of ex post assessment by which the consequences of individual initiatives are measured. 58 All of these techniques make the agency accountable for its policy choices without permitting the political branches of government to determine how power will be exercised in specific matters.

### Thumpers---1AR

#### New rulemaking agenda thumps

Kim Phan 12-28, Partner at Ballard Spahr LLP, JD from George Mason University, BA in Political Science from the University of Pennsylvania, “FTC Announces Ambitious Rulemaking Agenda that Includes UDAP Rules”, JD Supra, 12/28/2021, https://www.jdsupra.com/legalnews/ftc-announces-ambitious-rulemaking-7448218/

The FTC has announced that it plans to move forward on an ambitious rulemaking agenda. In contrast to the CFPB’s Fall 2021 rulemaking agenda which offered no meaningful insights into the Bureau’s rulemaking plans in many key areas, the FTC has provided a clear indication of the direction it intends to take in 2022.

Before outlining the FTC’s rulemaking plans, it should be noted that the most significant information about the FTC’s rulemaking plans is not found in the agency’s rulemakings list. Rather, it is found in a separate “Statement of Regulatory Priorities” filed by the FTC. (Such statements were not filed by all agencies.) Most of the rulemakings listed in the FTC’s agenda are rulemakings that the FTC is conducting as part of its systematic review of all of its regulations and guides on a rotating basis.

The FTC began its Statement of Regulatory Priorities by describing the “changed circumstances” that have caused the FTC “to consider deploying new tools to advance its mission.” These changes consist of:

* The U.S. Supreme Court’s April 2021 decision in AMG Capital Management which held that Section 13(b) of the FTC Act does not authorize the FTC to seek, and a court to award, monetary relief such as restitution or disgorgement
* Changes to the FTC’s rulemaking process adopted in July 2021
* The FTC’s current view that “the case-by-case approach to promoting competition, while necessary, has proved insufficient, leaving behind a hyper-concentrated economy whose harms to American workers, consumers, and small businesses demand new approaches.”

The FTC indicated that in light of these changes, in 2022, it “will consider developing both unfair-methods-of-competition rulemakings as well as rulemaking to define with specificity unfair or deceptive acts or practices.” For violations of UDAP rules issued under Section 18 of the FTC Act, the FTC can file actions in federal district court seeking either consumer redress under Section 19 or civil penalties under Section 5(m)(1)(A) of the FTC Act.

In discussing the rulemakings under consideration, the FTC stated that it is “particularly focused on developing rules that allow the agency to recover redress for consumers who have been defrauded and seek penalties for firms that engage in data abuses.” Commenting that “the abuses stemming from surveillance-based business models are particularly alarming,” the FTC indicated that it is considering whether rulemaking in the area would be effective in “ensuring that algorithmic decision-making does not result in unlawful discrimination.”

The FTC’s Statement drew a strong dissenting statement from Republican Commissioners Christine Wilson and Noah Phillips. Commenting that the FTC’s plan “lays the foundation for an avalanche of problematic rulemakings,” Ms. Wilson stated that “my Democratic colleagues have long aspired to a more expansive rulemaking agenda for the agency” and that the July 2021 changes to the FTC’s rulemaking process “fast-track regulation at the expense of public input, objectivity, and a full evidentiary record.” A substantial part of Commissioner Wilson’s statement is devoted to expressing her concern about “the negative impacts of rulemaking” and explaining the reasons for her ”general aversion to rulemaking.”

Commissioner Phillips delivered a similar message. He stated that the agency’s rulemaking plans “rel[y] on unsupported assumptions and baleful rhetoric to support imposing substantial and counterproductive regulatory burdens across the economy.” According to Mr. Phillips, “[this] anti-growth scheme involves regulation after regulation that exceed our legal authority and would recast the FTC as a mini-Congress, without any of the accountability that comes with it.”

#### Controversial prior approval rules just passed

Brent Kendall 10-29, “New Policy Gives FTC Greater Control Over How Companies Do M&A”, Wall Street Journal, 10/29/2021, https://www.wsj.com/articles/new-policy-gives-ftc-greater-control-over-how-companies-do-m-a-11635499802

The Federal Trade Commission, led by new Democratic Chairwoman Lina Khan, has adopted a series of policy changes aimed at cracking down on corporate mergers, sparking deep partisan disagreement at the agency.

The latest initiative came this week when Democrats who control the five-member FTC announced a policy that would give the commission veto power over a company’s future transactions once it attempts an allegedly anticompetitive merger or acquisition.

The new prior-approval policy will be incorporated into legal settlements in which merging companies make concessions to resolve FTC concerns that their tie-up would be anticompetitive. The commission in those agreements plans to prohibit companies from making future acquisitions in the same market—and possibly other markets—without its say-so. The FTC might also seek prior-approval rights when companies drop a proposed merger after an antitrust investigation, or if the FTC wins a merger challenge in court.

Holly Vedova, tapped by Ms. Khan to lead the FTC’s bureau of competition, said in a statement the new policy restores a practice the FTC followed until the mid-1990s and “forces acquisitive firms to think twice before going on a buying binge because the FTC can simply say no.”

The policy adds a layer of enforcement beyond standard U.S. antitrust rules, which say companies doing sizable mergers must submit them for government review and can close their transaction after a waiting period, unless the FTC or Justice Department files a lawsuit and convinces a court to block the deal. The department hasn’t adopted a policy similar to the FTC’s new measure, raising questions about diverging approaches.

#### HSR Act enforcement happened a week ago

Bruce D. Sokler 12-27, Member / Co-chair, Antitrust Practice at Mintz LLC, and Farrah Short, Special Counsel at Mintz, “FTC Issues Fines Totaling Nearly $2 Million For Failures To File HSR Notifications”, https://www.mintz.com/insights-center/viewpoints/2191/2021-12-27-ftc-issues-fines-totaling-nearly-2-million-failures-file

The Federal Trade Commission is closing out the year with vigorous enforcement of the Hart Scott Rodino Antitrust Improvements Act of 1976 (“HSR Act”) by imposing fines totaling nearly $2 million. On December 22, 2021, the FTC settled charges in two separate matters for repeated violations of the HSR Act. In one, investment fund operator Biglari Holdings Inc. will pay $1.4 million to settle charges that it failed to file the required HSR notification for stock acquisitions it made in 2020. In the other, Clarence L. Werner, founder of Werner Enterprises, Inc. will pay $486,900 to settle charges that he failed to file for acquisitions between May 2007 and February 2020 of his company’s stock.

As discussed below, neither case involved an acquisition of stock that standing alone triggered a reporting requirement. However, it underscores that the HSR notification standards are cumulative, and parties need to look back and determine whether an incremental acquisition puts them over the notification threshold. In these cases, the acquisitions did, and the FTC is making the parties pay the price of their failure to file—even when no M&A activity was involved.

### Plan Popular---1AR

#### Opposition is drowned by political consensus in support

Craig Stevens 21, Partner at DCI Group, Previously Worked on Capitol Hill and in the George W. Bush Administration, Roll Call, 8/18/2021, https://www.rollcall.com/2021/08/18/congress-should-deliver-crypto-clarity-and-reassert-its-authority/

Despite the apprehensions of some congressional leaders, there is a growing bipartisan consensus that if regulators and policymakers fail to enact sound crypto policy, the United States risks losing its global financial supremacy. Simultaneously, there is increasing awareness that legislative deference to executive power and regulation deprives Americans of the power to shape policy in their interests.